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Idea: 
Create the most gripping and realistic stealth 

action game on the market.

Realized:
With Tom Clancy’s Splinter Cell® Chaos Theory™, 

Ubisoft™ wanted to continue setting records for 

the visual gaming experience. That’s why they 

chose Autodesk’s 3ds Max software to model 

and animate the game’s realistic characters and 

backgrounds. By providing a highly creative and 

stable platform, 3ds Max helped Ubisoft artists 

continue their impressive work on Tom Clancy’s

Splinter Cell series that has already sold 10 mil-

lion copies worldwide. 3ds Max’s robust, work-

horse capabilities also helped Ubisoft stay on 

target with their grueling production schedules. 

As a result, Ubisoft met their highly anticipated 

launch and garnered a 9.9 out of 10 by Offi cial 

Xbox Magazine because of the game’s amazing

looks and lifelike play. From taking out the

competition to taking out the warehouse guard, 

Autodesk software helps today’s top developers 

realize their ideas to compete and win. To learn 

more, please visit autodesk.com/3dsmax

http://autodesk.com/3dsmax


Tom Clancy’s Splinter Cell® Chaos Theory,™   image courtesy of Ubisoft.
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QU’EST-CE QUE C’EST? THIS ISSUE OF GAME
Developer coincides with the yearly digital
graphics fest that is Siggraph 2005, and some of
you may be lucky enough to pick up your first
copy of the mag there. If so, please tell keynote
speaker George Lucas that we’re eagerly awaiting
KNIGHTS OF THE OLD REPUBLIC III, already.

BRAIN DRAIN
For the rest of us it’s business as usual, and
luckily, we’ve got plenty of unusual business for
you all. For starters, our postmortem this month
(pg. 30) is of Double Fine’s critically acclaimed
title PSYCHONAUTS. It’s certainly one of the most
instructional and downright entertaining
postmortems we’ve ever run in Game Developer. 

From publisher changes, to sewage bubble-ups,
to production difficulties, all game development
life is here, and the labyrinthine twists and turns
of the game’s creation, not unlike the nooks and
crannies of lead character Raz’s cerebellum, are
both weird and entrancing at once.

OPENGL PANDEMIC?
Continuing through the issue, we have a specially
expanded Business Level column courtesy of
Pandemic Studios co-founder Josh Resnick on
how the company (makers of DESTROY ALL HUMANS!
and FULL SPECTRUM WARRIOR) successfully expanded
without imploding. Whether it be opportunities to
make your staff feel at home or logistical
problems associated with needing physical office
space to grow, Resnick discusses both the issues
and solutions for sprouting game firms.

Elsewhere, we’ve included a technical article
from Allen Sherrod, who discusses the much-
heralded graphics effects associated with high
dynamic range (HDR), as used in the HALF-LIFE 2:
LOST COAST expansion. Sherrod specifically shows
how HDR practically applies to some newly
created OpenGL-specific code. As light-based
effects become more and more complex,
processors will need to be similarly fat to keep up,
and high-end PCs and next-gen consoles are likely
to see an awful lot of HDR-enabled engines in the
next few years.

HAND OF SID
We’re also delighted to host a second technical
article (pg. 15) from the development team of the
much-anticipated SID MEIER’S CIVILIZATION IV over at
Firaxis Games, discussing the system put in place

to allow wholesale modification (“modding”) of
the title in ways that are often verboten in many
games. It’s obviously important to Firaxis that
modification of its game be simple and flexible, as
the shelf-life of many titles has been elongated by
fan-made expansions and enhancements, and by
allowing everything from world building, to basic
XML characteristic modding, to Python scripting
changes, all the way to the ability to change the
game’s artificial intelligence DLLs. Author Mustafa
Thamer shows why mutability is vital to plan for.
Oh, he also discusses how to make planet Earth
round, in an oddly Slartibartfast style.

INDEPENDENT SPIRIT
I was particularly pleased to see the CIVILIZATION IV
team supporting modding in such a positive way,
since I’m also co-chair of the Independent Games
Festival (www.igf.com), which has just
announced its eighth Annual Awards. A new
Modding Competition category is among the
changes for this year (alongside an increased
Grand Prize in the main competition).

By the time you read this, though, public voting
for the games to be included in the mod category
will have ended. There’s one Grand Prize for the
best total conversion for each of four games.
Looking over the votes cast so far, the one notable
thing is the diversity of the games that people
love to mod. From racing titles, through RPGs and
strategy games, to the inevitable FPS onslaught,
millions of hours of extra gameplay for your
favorite games are created every year by their
users, and we felt that was something the IGF
should honor as well.

But the core of the IGF is still independent games,
and with ever more distribution opportunities for
indie games, both online and even on consoles
(Microsoft’s forthcoming Xbox 360 Live Arcade
service is rumored to include at least one IGF
entrant from previous years), there are ever more
opportunities for independent creators to make a
living doing what they love. Alongside the polished
efforts of the big publishers, innovation on the
indie fringes is something vital and visceral to the
game industry, too.

Simon Carless, editor
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THE SIGGRAPH 2005 INTERNATIONAL CONFERENCE
on Computer Graphics and Interactive Techniques,
held from July 31 to August 4, is the 32nd iteration
of this preeminent graphics-related event. Last year,
the show in Los Angeles was attended by 27,000

game, science,
and film
professionals,
and featured
such major
topics as mesh
editing, physics
simulation
(centering
around the
newly-forged
idea of PPUs),

3D displays, and other related hardware innovations.
The 2005 Los Angeles show promises to be even
bigger, with more than 230 companies exhibiting
and 30,000 attendees expected. 

Of particular interest is the keynote address by

Star Wars creator George Lucas, titled “A Keynote
Q&A with the Father of Digital Cinema.” Elsewhere in
the program, astute attendees will find panels on the
future of computer graphics and interactive
technology, such as, “Believable Characters: Are AI-
Driven Characters Possible, and Where Will They Take
Us?” which includes speakers from Electronic Arts,
Quinnipiac University, and Procedural Arts, the
company responsible for Façade, a character AI-
based interactive drama. 

Other panels under this banner include
discussion on outsourcing CG work, in “International
CG Collaboration: Good, Bad, or Just Impossible?”
and a talk on open source graphics software,
entitled “The Open-Source Movement and the
Graphics Community: How Can Open-Source, Third
Party, and Proprietary Software Models Coexist?” 

This year’s Special Sessions theme is “From the
Past to the Future of Digital Technologies,” and
includes the roundtable “Jump! Shout! Dance!
Sing! An Interactive Conversation About Games,
Game Art, and Play That Goes Way Beyond the

Joystick.” This session about alternative gaming
input methods features Richard Marks, creator of
the EyeToy hardware, KARAOKE REVOLUTION

developers from Harmonix and Konami, and Fred
Swan from peripheral developer Logitech.

Also important to developers is the forum on
education and games, including the talk “Lessons
Learned From Games for Education.” The panel
will discuss the most important features of
games for promoting learning, and perhaps most
timely, how game-based learning transfers to the
real world, in a crossover with the so-called
serious gaming topics. 

New to Siggraph is The Incubator, a showcase for
the interactive educational products of today, as well
as ideas for the future. This year also marks the first
for all high-definition digital projection at Siggraph.
The usual conference features will also return, such
as the expo floor, the Art Gallery, the Best of Show
Awards, the Computer Animation Festival, and the
always-popular Cyber Fashion Show.

—Brandon Sheffield

GAME ARTISTS AND ANIMATORS ATTENDING
Siggraph will be among the first to see
the new 3D Studio Max release, version
8. It’s become tradition for the company
to unveil a full point release at the show,
and this year, game developers can
expect to see a handful of valuable
features targeted to improve their
workflow and speed.  

The big new feature for game artists in
the next version of Max is Pelt Mapping, a
tool whose name is fitting because it lets
artists simply slice, stretch, and relax the
UV coordinates of a figure, much like
automatically opening and stretching an
animal’s pelt. I recently watched a biped
become splayed into a pelt in less than
eight seconds, a feat almost as
monumental as normal mapping,
Autodesk’s signature advancement last
year when version 7 was released.

In this release, 3DS Max has also
turned to improving workflow. For

example, Autodesk is increasing
visibility of its Autodesk Vault
server—a data management
system more well recognized by
CAD users—by adding
compatibility features to Max,
such as an Asset Tracker tool. The
Vault server can also assist users
in emailing assets to their
colleagues quickly and efficiently.

Among other handy updates in
3DS Max 8 are an added Motion Mixer,
improvements to biped characters and
their animation, a load/save
improvement, and a new debugger. The
Motion Mixer lets artists load animation
clips such that they can be edited for
any rig in a non-linear fashion. For
bipedal animation and structures, F-
curves have been added and more
bones can twist than before, giving you
the option of creating an Elvis-pelvis
character, should your game require one.

Another time saver is a load/save feature
that gives users new, open, custom file-
formats to save, load, remap, and
retarget animation data. And now that
Autodesk has added a debugger—
Maxscript Debugger—to Max, artists can
debug custom scripts which greatly aids
in writing and testing the functionality.

3DS Max 8 is expected to be available in
the fall for $3,495. The upgrade from Max
7 will be $795.  

—Jill Duffy

LIBERATE 8
AUTODESK UNWRAPS NEXT 3D STUDIO MAX

Pelt Mapping lets artists

quickly unwrap the UV

coordinates of geometry

using custom-placed

seams, and new Relax

methods remove distortion

for stretch-free mapping.
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IGDA ELECTS NEW BOARD CALENDAR

EDINBURGH INTERACTIVE 
ENTERTAINMENT FESTIVAL
Edinburgh International
Conference Centre, Scotland
August 10-14, 2005
Cost: £3 per session
www.eief.co.uk

GAME DEVELOPERS 
CONFERENCE EUROPE
Café Royal, by Le Meridien
Piccadilly, London, UK 
August 30-Sept. 1
Cost: £75—£600
www.gdceurope.com
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THE ORGANIZERS OF THE 5TH ANNUAL GAME
Developers Conference Europe (GDC Europe) have
announced the keynote and conference line-up
for the event, due to take place between August
30—September 1 at London’s Le Meridien Hotel.

The two keynotes will be given by Sony Computer
Entertainment Europe’s executive vice president of
development Phil Harrison and KATAMARI DAMACY

creator Keita Takahashi. Harrison will give his
keynote session on Wednesday, August 31, when
he will discuss next-generation development and
the state of the European interactive
entertainment community in a Q&A format.

Namco’s Keita Takahashi will present the second
keynote, previewing new gameplay innovations in
the forthcoming sequel to his critically beloved

(and still to be released in Europe) “object
aggregation simulator” KATAMARI DAMACY—the sequel
is named WE LOVE KATAMARI outside Japan, and
Takahashi will discuss his game design philosophy
and approach to the sequel in an extension of his
popular Game Developers Conference talk.

“Through industry-defining keynotes to next-
generation content, GDC Europe provides the
European game development community an
essential forum in which to learn and network,”
said conference director Jamil Moledina. “Visionary
speakers such as Phil Harrison and Keita Takahashi
form the nucleus of current game creation, and are
ideally positioned to inform and influence.” 

Other conference sessions will feature the
developers of titles such as KILLZONE, SINGSTAR,

PROJECT GOTHAM RACING 3,
with five conference
tracks: Production and
Management, Tools and
Tricks, Case Studies,
Vision, and Best of GDC. 

The main two days of
lectures, panels, and
tutorials will be preceded
by GDC Europe Mobile on

Tuesday August 30, a one day seminar focused
exclusively on mobile game creation.

Note: GDC Europe is presented by the CMP Game
Group, organizers of the Game Developers
Conference and Serious Games Summit, and
publishers of Game Developer and Gamasutra.com.

—Simon Carless

THE INTERNATIONAL GAME
Developers Association (IGDA), a
non-profit membership organization
that advocates globally on issues
related to digital game creation, has
welcomed game attorney Tom
Buscaglia as its newest board
member, along with Ageia’s Kathy
Schoback, who has been re-elected
to the board. 

The IGDA has also appointed new
officers for the 2005-06 term. Bob
Bates, the Legend Entertainment co-
founder and author of Game Design:
The Art and Business of Creating

Games, was appointed as the new
Chairperson, in the place of Carnegie
Mellon University’s Jesse Schell, who
is now officially chairperson
emeritus. Existing board member
Mitzi McGilvray was appointed
secretary, and Schoback will serve
as treasurer. Board members Tom
Buscaglia (attorney, T.H. Buscaglia &
Associates), Jason Della Rocca
(executive director, IGDA), John Feil
(mission designer, Microsoft Game
Studios), and Brian Reynolds
(president, Big Huge Games) remain.

“I am honored and proud to be

chairperson of the organization that
is the voice of the developer,” said
Bob Bates. “Making great games has
always been about people working
together and the IGDA is the ideal
organization to help strengthen the
community of game industry
professionals everywhere.”

The IGDA was at one time
associated with and partially
managed by CMP Media, the
company which owns and operates
Game Developer, but is self-
managed as of January 2005.

—David Jenkins and Simon Carless

With a clean and sleek new interface,
the new SketchBook Pro 2 (tablet-
dependent drawing and painting
software from Maya makers Alias) adds
three particularly improved features: a
quick new way to pan and zoom, a coin-
sized brush resize button, and a
steering wheel-like toolbar that’s rather
suggestive of an Apple design.
Combined, these features are intended
to maximize surface area, letting artists
work on a truly clean canvas, stylus and
tablet in hand. SketchBook Pro 2 is the
first full-feature release since 2002. 

Among other improvements, a layers
window, used to work with a myriad of
layers, eases the use of Marking Menus

to manipulate the transparency,
movement, rotation, scaling, mirroring,
or flipping of layers. You can now import
images into a layer stack and
manipulate them to fit, while layered
PSD files can be saved for use in
Photoshop. Version 2 also allows for 75
brushstroke or action undos with a one-
flick feature in the tool palette.

SketchBook Pro 2 costs $179
(download) or $199 (shrink-wrapped)
and is available on Windows XP Tablet
PC edition, Windows XP or 2000, and
Mac OS X (v10.3 or higher). A
nonconsecutive 15-day trial version is
available from Alias’ web site.

—Alan Bank

Alias Releases SketchBook Pro 2

GDC EUROPE KEYNOTES ANNOUNCED

Keita Takahashi

P H O T O  B Y  R O B I N  D I A L

http://Gamasutra.com
http://www.eief.co.uk
http://www.gdceurope.com
http://WWW.GDMAG.COM


http://www.ageia.com


9W W W . G D M A G . C O M

SKUNK WORKS[ ]
OUR RATING SYSTEM :

DA BOMB PRETTY SLICK SLICK SO-SO LAME

BY JAMES ALGUIRE

CLAYTOOLS
SYSTEM 1.0

IMAGINE IF CREATING COMPLEX 3D
models for cinematic effects or game
projects were as easy as sculpting a
lump of clay. Wearing virtual reality
gloves, you could reach into a
holographic display and simply grab a
primitive object and start molding,
pulling, smoothing, and even animating
fully realized 3D objects with the same
ease of kids playing with Play-Doh. 

That vision is closer than you think,
thanks to SensAble Technology’s
ClayTools System 1.0. Available since
March, the ClayTools hardware/
software combination incorporates
haptics (the study of technology and the
sense of touch) to bring the sense of
touch to creating, modifying, and
animating 3D objects.

ClayTools is currently available for
Autodesk’s 3DS Max and Robert McNeel &
Associates’ Rhino, with a version for Alias’
Maya scheduled to ship this month. This
review focuses on the 3DS Max version.

A TOUCH OF CLASS
Being able to virtually touch and feel 3D
objects can potentially improve the
efficiency of existing 3D development
workflows and make 3D development
more accessible to artists eager to enter
the digital realm but daunted by the
complexity of existing tools. 

The Phantom Omni Haptic Controller
(the hardware component, see image)
consists of a stylus attached to what
appears to be the shoulder and arm
assembly of a robot. Using it is like
drawing in the air. The Phantom Omni has
six axes of motion: up/down, left/right,
forward/back, and three rotations, which
provide a surprising range of movement
for manipulation, suitable for either right-
or left-handed people. Two buttons
activate various software functions or
act as standard mouse buttons. It can be
slightly awkward to use the Phantom
Omni to perform standard mouse
controls. Several times, I had to perform
some hand-based gymnastics to get the
cursor to reach the menu item I wanted
to access. But it’s the built-in force-
feedback capabilities that make working
in 3D wholly new.

The bundled software includes
Windows drivers for the
Phantom Omni Haptic Controller,
the HapticExtender/MX plug-in
for 3DS Max, and SensAble’s own
ClayTools 3D Modeling software.
The installation procedures
provided in the printed manual
and the PDF documentation on
CD-ROM differ somewhat, which
can cause needless confusion
and can easily stall the user from
getting into the tool.

And once you’re all set up, you’ll also
need to give yourself a clear area—
about 12 inches on either side of the
Phantom Omni—to avoid damaging the
device by bumping into objects. Another
much-needed hint: Move the Phantom
Omni out of the way when not in use to
avoid catching the stylus on
shirtsleeves and elbows. 

FEET OF CLAY
I found the ClayTools software to truly be
as easy to use as advertised. Instead of
having to deal right away with the
technical aspects of modeling, spline
construction, or Boolean operations, I
simply grabbed a primitive object from
one palette and a tool from another and
started the 3D creation process. The
force-feedback features let you feel the
objects that you’re creating. Pressing
against a 3D object causes resistance in
the Phantom Omni as if you were
pressing against a real object, making it
almost feel like you’re working in real
clay. Different tools can carve, pull, and
smooth geometry with incredible ease.
The size of the tool used and the
hardness of the virtual clay are easily
adjusted on the dynamic toolbar, or
better yet, using keyboard shortcuts. It
took about 20 minutes to rough out a
humanoid head with basic features in
ClayTools when a similar project would
have taken me a couple of hours or more
in another 3D program—and the process
was actually fun. 

The simple and uncluttered interface
organizes tool functions and primitives
within floating palettes, and settings can
be adjusted in the dynamic toolbar. The

status bar below the toolbar provides
additional information whenever the
cursor is positioned over a tool or function.

The Phantom Omni also gives a whole
new (I daresay more natural) feel to
navigating the 3D space and changing
the view of 3D objects being modified.
You can turn a 3D object around with just
a turn of the hand or twist of the wrist.
You can start the modeling process in
3DS Max and add detail to the models in
ClayTools, or you can create detailed
organic objects in ClayTools to render
and animate in Max. 

SensAble provides PDF documents
outlining the process of moving between
Max and ClayTools. Once you understand
the process, you can create low-poly 3D
objects suitable for use in video games
with levels of detail that would be difficult
to achieve using other methods, and in
many cases, in less time. 

EXTENDING YOUR REACH
While the Phantom Omni can replace
your standard mouse for 3DS Max, a plug-
in (the HapticExtender/MX) can also add
to Max many of the cool force feedback
features that you find in ClayTools.
Actually touching the 3D models as they
are created brings a whole new
dimension to the program. You can work
by touch outside an object, or with a
gentle push, you can punch through and
work from the inside of an object, again
all by touch. You can even make true 3D
selections by following the geometry of
an object by feel. 

Collision detection allows you to place
objects on or in other objects with ease.
Putting a tool into a game character’s

STATS
SensAble Technologies,
Inc. 
15 Constitution Way 
Woburn, MA 01801 
781-937-8315 
www.sensable.com

PRICE
$2,795

MINIMUM SYSTEM
REQUIREMENTS
Intel Pentium single
2.0GHz or Dual 933MHz or
faster CPU, 1GB RAM,
FireWire port (IEEE—
1394), qualified graphics
card.

Operating Systems.
Windows 2000 SP3 or SP4,
Windows XP Professional
SP1 or SP1A.

Software. Autodesk 3DS
Max version 6 or higher, or
Rhino. (Maya-compatible
version due out soon.)

PROS
1. Short learning curve.
2. Excellent control for

manipulation and
navigation.

3. Fun to use.

CONS
1. High price point and

weak documentation.
2. Users may need to add

Firewire card, as some
PCs do not have them
built in.

3. Works with a limited
number of 3D programs.

The Phantom Omni Haptic Controller hardware, used with

ClayTools, mimics the physical properties of clay by

creating resistance. 

CLAYTOOLS SYSTEM 1.0

http://www.sensable.com
http://WWW.GDMAG.COM
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hand becomes a much simpler task when
the tool stops moving once it’s in the
hand. This also comes in very handy
when animating. But collision detection
isn’t limited to objects in 3DS Max. The
Phantom Omni also detects the edges of
the viewport you’re working in, requiring
a bit of extra effort to move between
viewports. This takes some getting used
to and was somewhat annoying at first.

To activate the Phantom Omni’s force-
feedback enhancements in 3DS Max,
click on the Utilities button and then the
More button. Select HapticsExtender/MX
from the Utilities list and click OK. The
Utility Panel displays parameter roll-ups
for modifying the behavior of the
Phantom Omni device. You can adjust for
friction (making objects more or less
slippery), touchable range (how far the
Phantom Omni reaches in the 3D space),
and selection behavior.

Expect to spend a few days using the
Phantom Omni device with ClayTools and
the HapticExtender/Mx plug-in to become
familiar with the nuances of force-
feedback modeling, but once you get the
hang of it, you’ll wonder how you ever
worked without it.

THE FINAL TOUCH
The documentation provided with the
ClayTools System is adequate, but feels
like it was the last item on the list to be
completed. The bulk of it is electronic,
either as PDF documents or html-based

help files. You’ll definitely want to read
through the help files, as they provide a
good rundown of ClayTools’ different
functions. Game developers will
especially want to become familiar with
the workflows for moving between
ClayTools and 3DS Max. The workflows do
assume that users are well versed in Max
and could be confusing for newer users. I
would prefer to see the documentation
amplified somewhat to give more detail
while explaining the process of using the
ClayTools System.

SensAble’s application of haptics
technology brings virtual reality to the
mainstream of 3D modeling and has
created, in my opinion, a worthy
successor to traditional mouse control in
3D applications. The pricing is geared
toward the professional 3D market, so it’s
a bit high for individual use. There are still
a few wrinkles to iron out, but for a
version 1.0 product, ClayTools is
definitely one of the easiest 3D programs
I’ve used. Once you’ve tried it you’ll agree,
no other tool gives 3D the same feel.

J A M E S  A L G U I R E is a Mac

professional and Apple Certified Trainer

with more than 20 years experience in

the computer industry. You can email

him at jalguire@gdmag.com.

NATURALMOTION’S
ENDORPHIN 2.0
By Justin Lloyd
NaturalMotion’s endorphin lets animators
direct an artificial human to perform
stunts and actions at a higher level than
the kinematics and key framing that they
are used to. Although endorphin has
matured enough to reach version 2.0, it
still doesn’t really have any competitors;
it’s the only software package of its type
commercially available to animators.

Endorphin uses bio-mechanic
techniques along with artificial
intelligence (AI) to simulate the motion
and reactions of a human body in a
physical environment. The AI arrives pre-
programmed with the rules of the human
body’s mechanics: how a body moves,
joint limitations, natural positioning, and
limb mass, coupled with an easy-to-
understand physics simulator.

Endorphin is not a 3D rendering
package—it doesn’t replace your regular
3D package. It’s a stand-alone software
package that works in conjunction with
your familiar environment. In fact, with
the new ability to change key layouts
and mouse controls, you can make it
work just like Maya or Softimage or 3DS
Max. Endorphin is used for creating
human character animations which you
then import into your scene just as if you
were using Character Studio or motion-
capture data.

To use endorphin, animators first employ
ordinary animation techniques, focusing
on the gross motion of an action, for
example, getting a character to look
realistic as she pitches backward down a
flight of stairs. Endorphin puts in the gross
motion for you and allows you to shift
your focus to the smaller details, fussing
over how the hands are positioned, the
fold of the clothing, or where the character
is looking. In addition, animators can
import animation data created with
ordinary animation techniques, and
continue or modify it in endorphin.

ADAPTIVE BEHAVIORS
NaturalMotion’s software is designed to
control a human body within a physical
environment to make it perform simple,
mostly reactive, actions (called Adaptive
Behaviors) such as falling or reacting to a
physical impact. These types of reactions
can be directed by the animator from a

ENDORPHIN 2.0

STATS
NaturalMotion
33-35 George Street
Oxford OX1 2AY
United Kingdom
+44 (0) 1865 250 575
www.naturalmotion.com

PRICE
$12,795, or monthly
license

MINIMUM SYSTEM
REQUIREMENTS
Pentium or Athlon 1.7
GHz CPU, 512MB RAM;
Nvidia GeForce 2 or ATI
Radeon 7000. 

Operating Systems.
Windows 2000, XP.

PROS
1. Allows the creation of

natural looking bipedal
animations very quickly.

2. Integrates well with
existing animation
pipelines.

3. Very easy to learn and
begin using.

CONS
1. The small details of an

animation still require
the fine tweaking that
they always did.

2. Only provides play back
for “canned
animations” in your
game engine or cut
scene.

3. Prohibitively high price.

NaturalMotion’s endorphin 2.0 can add Adaptive Behaviors to character animations.

10 A U G U S T  2 0 0 5  | G A M E  D E V E L O P E R  

mailto:jalguire@gdmag.com
http://www.naturalmotion.com


 25 of the top 30 media & entertainment 
companies trust Akamai. 

©2005 Akamai Technologies, Inc. All Rights Reserved. Akamai and the Akamai logo are registered trademarks. 

They trust Akamai to deliver more than content. To deliver billions of downloads daily and give users what 

they want when they want it. Why? Because Akamai provides instant scalability to handle spikes in traffic, 

delivering positive user experiences and increased customer loyalty.

           learning more and get your copy of 

Online Games: 10 Tips to Increase Play and Profitability. 

Call 888-340-4252 or visit www.akamai.com/gaming

>80% 

http://www.akamai.com/gaming


12 A U G U S T  2 0 0 5  | G A M E  D E V E L O P E R  

]SKUNK WORKS[

A U G U S T  2 0 0 5  | G A M E  D E V E L O P E R  

simple user interface.
If you’ve worked with motion-capture

data, you’re probably a little more
predisposed to understand endorphin
than animators who haven’t. You’ll get
the essence of the animation quickly,
leaving you free to define the particular
nuances of a performance. Endorphin
lets you give a character high-level
directions, such as “protect your head
with your hands, tuck into a ball, and do
try and land on your feet this time.” Given
the constraints of the environment, the
character will attempt to comply with
your requests.

Endorphin characters are pose-able at
various time increments within the
animation and will attempt to comply
within the physical constraints of the
environment. For example, you pose the
character’s arms and hands, but there
isn’t quite enough room, so she does the
best she can.

But unlike rag doll simulators, which
every major 3D animation package
provides, endorphin gives animators
more control over the character’s
reactions. When you pitch a rag doll
character down a flight of stairs, the
forces acting on her are gravity and the
force of how hard you pushed. Once she
is set on her way down, what unfolds is
mostly out of your control. She acts just
like her namesake, a rag doll. 

Endorphin, on the other hand, gives
you the ability to make the character
react more intelligently, more like a real
human, to actively respond in near
realtime to her environment rather than
let her body be flounced around passively.

TIME’S MAKING CHANGES
NaturalMotion has added a number of
changes since the first iteration of
endorphin, but two are noteworthy:
improved behaviors and overlapping
behaviors. 

First, the behaviors have been vastly
improved and extended over earlier
attempts. New behaviors in version 2 are
more fluid and natural compared to the
slightly rag doll-ish responses in earlier
versions. Second, animators now can add
multiple, overlapping behaviors to a
character, which can further be ordered

hierarchically so the character reacts as
if one type of response is more urgent
than another. Behaviors can also be
assigned to different body parts. As each
behavior becomes more or less urgent
than the others, you come to see what
fine control you actually have over the
main action being performed. 

Here’s an example: You have a character
who, while simultaneously trying to catch
a ball,  is being tackled by another
character. If you set the ball-catching
behavior as the more urgent of the two, the
character will both dive to catch the ball
and respond to the tackle appropriately.

MOCAP SUPPORT
Endorphin is not a motion-capture
playback package, even though it offers
mature mocap tools that support most of
the major formats. You can import a mocap
file and endorphin will intelligently retarget
the data to your character’s skeleton.

In the new version, you can transition
instantaneously and seamlessly from
mocap to behavior simulation and back to
mocap very easily by manipulating the
time graph. The power of the new mocap
system really shines when you integrate
behaviors in addition to mocap data. Now,
you can have mocap only affecting
certain parts of a body as a simulated
behavior or active pose controls the other
parts. So you can take a run-cycle and
integrate it with a behavior for reaching
out and catching a ball. Even if your
mocap data set doesn’t contain the exact
sequence you need, you can easily
create one from a single performance
and two or three behaviors.

NOT SO ADAPTIVE BEHAVIORS
Endorphin v2.0’s Adaptive Behaviors only
work on human biped figures. I was
unable to get the AI to handle either a
quadruped or a hulking man beast that
ambulated the way a gorilla does—on
feet and knuckles. You can make a bent-
over humanoid figure that drags his
knuckles, but I never managed to get one
ambulating using arms as well as legs.
The software doesn’t restrict the type of
skeleton you can built or import, but it
does eliminate your ability to use
Adaptive Behaviors on these figures. 

FEEL THE MAGIC
As a programmer, I’m interested in how
NaturalMotion created the AI for the
endorphin characters. They toss around
terminology like so much technological
confetti—neural networks, genetic
algorithms, learning behaviors,
biomechanical neural models—that you
cannot be exactly sure what techniques
they’re using. As an artist making use of
endorphin, I just need to scratch out
those phrases on my brain and instead
focus on the phrase that counts: “magic
happens here.” 

And magic really does seem to happen
in endorphin. The ability to give high level
direction to a character, mixed in with
your motion capture data, makes animating
people occur a lot faster and easier.

There will be a few new pieces of
terminology to learn with regard the
physics, e.g. how slippery to make a
surface—concrete or ice rink? How much
emphasis should the character place on a
particular pose you want it to make
compared to what else is happening—
should it strike a dramatic victory pose or
watch out for the 300-pound fullback
about to introduce its face to Mr. Astroturf?

How long will it take you to really get
inside this package? For me, a regular
Maya and Softimage user, about two days
total to become really comfortable with
it—but it took less than a full week to
begin pushing the boundaries.

The user interface is clean and easy to
understand for anyone familiar with a
major 3D package. The learning curve is
nowhere near as steep as Maya or
Softimage. If you can figure out iTunes
you can figure out endorphin. *

J U S T I N  L L O Y D  is director of

business development for Infinite Monkey

Factory, a game development studio

based in Los Angeles. He has worked with

software and hardware for 27 years, 20

of them specifically on video games.

Email him at jlloyd@gdmag.com.

mailto:jlloyd@gdmag.com
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>> m u s t a f a  t h a m e r

CIVILIZATION IS ONE OF THE

most renowned computer games of all time, and

various incarnations of the series have been honored as design

classics. In its latest version, CIVILIZATION IV, which is due out this fall,

Firaxis Games has focused on ambitious technical goals to bring new 3D

visuals and customization abilities into the game. 

The team looked carefully at making the technology for CIVILIZATION IV state of the

art, and a couple of these innovations are explained in the sidebars of the piece.

For example, we wanted the user to be able to see continuous and

expansive levels of detail, ranging from a long-range, zoomed-out

world views, down to a close-up and detailed object view,

and devised some innovative ways of 

M U S T A F A  T H A M E R is a 14-year veteran of

the game industry and joined Firaxis Games in

2003. He has worked for companies such as NDL,

HeadSpin Technology, and Cyan Worlds, focusing

on 3D environments and game engines. Mustafa

is currently the lead programmer for CIVILIZATION IV

and can be reached at mthamer@gdmag.com.

>>
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accomplishing this.
In addition, there were also some goals we set for

ourselves that required a completely new engine, game
architecture, and technologies. For example, we set out to
craft a message-based events system for built-in
networked play, as well as support for multiple
multiplayer modes and stand-alone server applications. 

The inclusion of these various elements led us to a
natural conclusion—even though CIVILIZATION IV is not a
genre of game which users naturally expect to be
modifiable, such as a first-person shooter, we wanted to
make an extremely ‘moddable’ title which would help the
game’s longevity and allow users to change almost any
aspect of gameplay and graphics. We wanted to house a

data-driven engine that would allow extensive mutability, as
well as hot-swapping of assets. We added a comprehensive
scripting layer and modular game DLL SDK. And finally, we
included support for low-end, non-gamer machines. 

MODDABILITY
CIVILIZATION IV supports a tiered approach to user modification (see
Figure 1). There are four basic entry points to modifying the
game, ranging from novice to expert skill level.

1. The WorldBuilder. This in-game map editor tool lets you
customize the terrain and place units, cities, buildings,
resources, and other objects. Your work is saved in a text-
based, code-independent format, which is parsed by a
Python script on reload.

2. XML. All the relevant game variables, text, asset paths,
and rules are located in standard XML files which can
easily be modified using an XML or text editor. Using XML
provides unfettered access to a wealth of data.

3. Python. All high-level game functionality in CIVILIZATION IV
has been exposed to Python. Scripts can be written to
generate maps, modify the interface, trigger game events,
override AI, and so forth.

4. GameCore DLL SDK. The core game and AI code will be
provided as an SDK, which builds a DLL that the
application loads at runtime. Users with a compiler can
modify, replace, or extend the low-level C++ code that
plays the game.

We expect that a lot of casual users will play with the
WorldBuilder, since it’s a simple tool built into the game. As the
complexity of the tools increases, the number of players that
use them will fall off rapidly. However, it only takes the
creativity, perseverance, ability, and time of a small number of
people to create excellent game modifications for others.

Looking at it another way, the tiered mod tools define the four
basic data types that drive the engine as inputs. We made sure
that all data inputs were hot-swappable; any changes were
automatically detected and reloaded into the game on the fly.
Creating a data-driven engine is generally accepted as good
practice, according to Fermier (see References), since the
benefits usually outweigh the cost and complexities involved in
setting one up. 

In our case, it helped the development team rapidly plug new
art and code into the game, as well as being a necessity for the
mod community. In turn, using the tools in our day-to-day
development helped make them much more solid and robust,
which will benefit the intended audience. Of course developing a
code and data pipeline for external use is always more difficult

than using something for internal use only. You have to go the
extra mile to make sure everything is well organized, clearly
documented, stable, and secure (see Figures 1 and 2).
Regardless, once your system is released, someone out there
will try to abuse it in a way that you never expected.

UNIT FORMATION EDITOR
One example of a tool that was easy to develop since we had
extensive modding capabilities was the formation editor. Since
one of our goals for CIVILIZATION IV was to make practically
everything editable by a player, we had to consider this each
time we implemented a feature. Things that were easy to
hardcode in the past, such as where units stand within a
square, became quite a bit more complicated when we
considered that the user could shuffle these numbers around.

The formation editor (see Figure 3) was programmed in
Python and hooks into the game’s XML data files so it can stay
in synch with whatever changes the user makes in other
applicable sections of the game. It gives full control over how,
where and, most importantly, in what circumstances units take
a particular formation. 

GAMECORE DLL
We decided that it would be advantageous to isolate the
CIVILIZATION IV core game and AI code in a DLL. This approach
provides at least three benefits. First, the gamecore DLL code
can be provided as an SDK to advanced modders who want to
customize the intrinsic game code and structures. Second,
other game engines, future versions of CIVILIZATION, different
platforms, and other related applications and tools can easily
use the DLL code. This is made possible by making gamecore
DLL a pluggable module, which makes no assumptions about
the underlying platform or hardware. Third, the gamecore DLL
can be updated and patched at runtime, making it easy to
make significant game or AI changes without rebuilding the
game application.

The disadvantage of using a DLL is the additional setup and
maintenance overhead that it entails. In terms of setup, the
code had to be reorganized so that its interface to the
application was minimal and clean, so many dependencies were
removed, as well as proprietary code. We also had to be careful
when adding new files and functionality to make sure that the
clear delineation between the DLL and the application code
remained intact.

Once we decided to move the core game and AI code into a
DLL, we had a few more problems to solve. First, we had to
decide what should go into the DLL and what should be kept out.
Intuitively, we had a good idea of what was engine code or app-
level code, and what was game code, so most things fell into
one camp or another without much of a problem. While we
wanted the DLL to contain only the code specific to the game of
CIVILIZATION IV, it needed to be ignorant of the interface, graphics,

THIRD-PARTY 
CIV IV LIBRARIES

NDL Gamebryo 
www.ndl.com

ScaleForm GFC 
www.scaleform.com

Bink Video
www.radgametools.com

Miles Sound System
www.radgametools.com

Python
www.python.org

Boost
www.boost.org

Figure 1 The tiered mod

tools are shown.

Figure 2 Data inputs are represented graphically.

http://www.ndl.com
http://www.scaleform.com
http://www.radgametools.com
http://www.radgametools.com
http://www.python.org
http://www.boost.org


sound system, and application platform. This led to problems
with game entities such as units and cities, whose classes had
both game and engine entity code intermingled. Moving the
engine entity code into another class residing outside the DLL
separated the code into its logical parts, but required a solution
to a simple question: How will the DLL communicate with
engine-specific entities?

DLL EXPORTS AND APPLICATION
INTERFACES
The DLL publishes functions to the application by using the
__declspec(dllexport) keyword, allowing easy access of DLL code
from the CIVILIZATION application (see Figure 6). In order to support
reverse communication from the DLL back to the application,
the application exposes interfaces for numerous subsystems,
including the interface, engine, sound, entities, and network.
Each accessible system provides a pure abstract base class
(ABC), defining the functions that are exposed (Figure 4). By
giving the DLL access to the abstract class definitions and
pointers, the DLL can be built without the application source and
can still access the application’s key systems at runtime. In this
case, polymorphism and the ABC mechanism allow us to
separate the interface from the implementation.

CODE INTERFACES
One of the most critical aspects of software design is developing
the correct interface for a class or system. The interface defines
what can be done; the implementation describes how to do it.
This “what versus how” distinction is important to understand.
The interface must be flexible, yet simple, so that it can evolve,
stay relevant, and be reused (open and closed). 

At some point, the implementation details become unimportant
compared to the contract that is described by the interface. The
interface guarantees that any objects that publish it will
(reasonably) support the methods described by the interface,
so calling objects know what to expect. 

For CIVILIZATION IV, at a high level, we dealt with many different
interfaces to the code, due to the different tiers of access that
we provide, as well as the fact that our code was split across the
application, DLL, and Python. At that level of complexity, it’s easy
to turn your code into a big ball of mud (see Foote in References),
if you’re not careful to structure things intelligently. 

We managed to include a number of code interfaces in
CIVILIZATION IV, such as:

• Standard public/private class interfaces.
• An exported DLL interface. A subset of the public interface

(delineated with keyword DllExport) was exported to the

application. 
• An exposed Python interface. A different, (but

possibly overlapping) subset of the public
interface (delineated with a PyExport comment
tag) was then exposed to Python. This was the
case for both the app and the DLL.

• A server application interface, which consisted of
simple public entry points for graphics, audio, and
interface classes that were stub overrides. 

• An exposed application interface, which provided a set of
abstract base classes that allowed the DLL to connect to it.

XML
As mentioned earlier, we used XML as our data
description language. Although we had basic tools,
such as ini files, and more complex tools, such as
Python, XML fit the sweet spot as a simple yet powerful
mechanism for getting data values into the game.
Exposing code variables in an easily modifiable way is
invaluable to developing, tuning, and tweaking the
game, and is necessary for supporting game mods,
which was one of our original goals. 

Beyond game rules and variables, other XML data
includes camera variables, animation paths, asset file
locations and scale, input mappings, localized text,
script function hooks, audio script parameters, and
much more. XML is a good match for the CIVILIZATION team’s
needs because its data
is largely self-
describing, and there
are many good off-the-
shelf editors available.

For parsing XML files,
we stuck with MSXML,
Document Object
Model, since it offered
reasonable performance
with the large amounts
of XML data we had.
Data objects were
written so that they
could read and write
themselves from
various data-streams,
including XML. Since
the data object classes
were heavily inherited,
super classes were
responsible for
serializing their own
data members. We
took advantage of
object serialization to
utilize caching. 

Once data objects are
read by XML, they write
themselves back out
using an extremely
efficient native binary
format. From then on,
as long as the XML files
aren’t touched, the data

In CIVILIZATION IV, we have tried to

bring cities to life by creating a novel

look and feel for each one within the

main game, allowing us to eliminate

the need for the separate “city view”

present in previous CIVILIZATION

versions. Two constraints make

city layout a nontrivial problem. 

First, in order to make a city’s

current contents obvious by

inspection, the layout algorithm is

required to place specific buildings

in obvious central locations. 

Second, all cities must occupy

a single plot, regardless of size,

necessitating a very dense

packing of buildings in the case of

larger cities. Achieving such dense

packing while also adhering to our

building placement goals using

pre-built city models or generic

random placement algorithms is

very difficult.

Cities in CIVILIZATION IV were

heavily inspired by other works

that used Lindenmayer systems

(a.k.a. L-systems) to create their

plants and trees and more

recently, city layout (see Parish,

References). CIVILIZATION uses

similar L-systems to perform city

layout. Just as in regular L-

systems, a variety of rules are

specified (in XML data files) for

subdividing city plots into child

plots. Recursive application of

these rules (see Figure 5), are

used to create a variety of organic-

looking block layouts into which

specific buildings are packed.

Rather than defining transition

probabilities in order to constrain

the resulting layouts (which is

often done in organic L-systems)

we view the city layout problem as

a tree search challenge guided by

simple weighting heuristics. By

assigning priorities based on a

rule’s ability to satisfy our city

placement constraints, we are able

to guide the system to meet our

final requirement both in terms of

mandatory building placements as

well as overall city size and shape.

This approach is fast, artist-

friendly and most importantly,

gives cities that extra “kick” that

they need in order to come alive.

City Layout
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Figure 3 The unit formation editor hooks into the game’s XML data files.

Figure 4 CIVILIZATION IV’s code

structure keeps Python scripts

and the gamecore separate

from other data.

Figure 5 Even with a trivial set of rules, it’s

possible to come up with moderately convincing

city layouts. Guiding the application of these

rules by distance and content heuristics can

produce the wide variation in city

configurations possible in CIVILIZATION IV. 
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_declspec(dllexport)

Figure 6 DLL and application communication.

objects read and initialize from the much smaller
and faster binary files, in a fraction of the time.

PYTHON
Like XML, scripting was extremely useful as both a
mod tool and an internal development tool. If you
don’t have any need to expose code and
algorithms in a simple and safe way to others, you
can argue that providing a scripting language is
not worth the effort. However, if you do have that
need, as we did, scripting is a no-brainer, and it
makes complete sense to use a powerful,
documented, cross-platform standard such as
Python (see Dawson in References).

Python, like many good technologies, soon
spreads virally throughout your development
team and finds its way into all sorts of applications
and tools. In other words, Python begins to feel
like a big hammer and coding tasks look like nails.

Python scripts are used in many areas of the
game. Initially, we thought scripting would
basically be used for map-generation algorithms
as well as triggering in-game events. Eventually,
we wound up using Python for interface layout,
debugging tools, tutorials, the server front-end,
the Civilopedia, the unit formation editor, and
game pop-ups and screens. For user customization,
we also exposed every major high-level game
function and event; there’s quite a lot that you can
modify and add to CIVILIZATION IV via scripting. 

Embedding Python into our app was fairly
straightforward. We supplied our own hooks to
access stdout and stderr along with exception
output, so we could dump output to logs and raise
pop-ups when there was a problem. We also
integrated Python into our game console so that it
could pose as a simple Python interpreter. Finally,
we needed to load Python code from our own PAK
files, so we registered import hooks to intercept
the standard Python method of finding and

loading Python modules on import (see van
Rossum in References).

Extending Python with our own C++ code was
also not difficult, thanks to Boost Python, but it
took a little bit of work. Classes were wrapped so
that simple, safer versions were exposed to
Python, providing a firewall layer and a decoupling
between script and the application. On the other
hand, structs and enums were exposed directly to
keep things simple. For debugging, we customized
the HAP debugger, which worked really well and
was invaluable at times. 

Overall, we believe that we’ve created CIVILIZATION IV
as a truly, deeply moddable title, We look forward
to having consumers get their hands on our game
later in the year, and discovering the kind of
amazing mods they can create modularly and
easily using the tools we’ve provided to them.
Viva la mod! *

The author acknowledges the technical staff at Firaxis Games and
gives special thanks to Nat Duca (Globeview, City layout), Bart

Muzzin (Unit Formation Editor), Nathan Mefford, Tom Whittaker, and
Kelley Gilmore for their contributions to this article.

CIVILIZATION IV can seamlessly zoom from a detailed, close-up view, all the way out to an

outer-space globe view. The sole purpose of the zoom could have been just for great eye

candy, but the game uses this distant zoom level to help visualize and interact with

elements that are too wide-scale to be visualized at closer levels. For example cultural

spread, military threats, resource locations, and city prosperity are much easier to see from

a global perspective. The seamless transition from the detailed CIVILIZATION world to the globe

view is achieved using a textured impostor and an incremental morphing algorithm. At a

specific camera zoom level, the engine’s terrain is replaced with a low-resolution

approximating mesh. By texturing this mesh with an image of the actual world we are able

to turn the creation of the globe from a massive and complex transformation problem into a

single morphing problem. 

One of the main problems with using a globe in CIVILIZATION IV is that the globe system

needs to work with a wide array of different map dimensions. To understand why this poses

a problem, just try bending a piece of paper into a sphere. What you will find is that certain

paper sizes are amenable to “spherization” while others require heavy deformations in

order to fit the proper shape. To avoid these visual distortions altogether we came up with

the virtual sphere approach to globe rendering (see Figure 7). 

Rather than bending the terrain into a full sphere-that is, bending it a total of 360

degrees so that the globe’s east edge touches the west-we only bent it a fraction of that

amount, usually about 150 degrees, which left us with only a small segment of a full

sphere. While this solves the distortion problem (because it reduces the amount of

deformation applied to the mesh), a new problem emerges: The resulting world no longer

looks like a sphere. The virtual sphere approach solves this problem by rendering a second

copy of the partial sphere transformed such that the opposing edges of the sphere appear

to line up. This illusion is quite effective, going unnoticed by all but the keenest of observers.

Civilization Globe View

Figure 7 The CIVILIZATION IV globe view is created by using

only a portion of a sphere instead of a fully rounded,

morphed shape. 
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IT WAS IN THE SUMMER OF 1998 THAT
Andrew Goldman and I left Activision and
headed off with 10 other brave souls into
the often stormy sea of independent
game development. While today that sea
is as wild as ever (and our ship is a lot
bigger), we’ve been fortunate enough to
recruit some amazing talent, produce
several successful titles, and build a
studio that we’re really proud of. And
while it’s true we occasionally started
down the wrong path, we were able to

find our way back
because we always
kept in mind our core
values, commitments
to our people, and
dedication to creating
industry-leading
entertainment.

SCALED FOR
CHANGE
From the very start,
Pandemic was
somewhat unusual
compared to many
game start-ups

because we had two projects and two
production teams. This initial scale was in
part a result of the opportunities we had
at that time, but it was also in part an
expression of our strategy. We were
leaving Activision with the core teams
that had developed DARK REIGN and
BATTLEZONE, and in a volatile industry like
ours, we believed that there was strength
and stability in a multi-project slate. If

Activision had canceled one of our initial
titles (and thankfully, it didn’t), we
wanted to make sure there was another
project in production, so we could shift
people to work on it for a while instead of
having them sit around soaking up
overhead. When that happens, you
suddenly find yourself lunging at any
project you can find, and quality
becomes a casualty.

Not everyone knows it, but we’ve had
the opportunity to test this strategy on
several occasions when projects have
been canceled. Several years ago, while
carrying four small production teams, we
dropped a project from our slate. After
several months of work on the title,
Andrew and I recognized we had the
wrong team working with the wrong
technology on a game deal that wasn’t
taking us in the right direction. When the
project was finally terminated, however,
we had work waiting for the people
transitioning off the team because we
had the scale to absorb them. 

The same principle works in reverse.
Sometimes it’s not an issue of a project
being canceled but of it needing help.
When our team in Australia required
additional resources to finish DESTROY ALL

HUMANS!, we were able to offer them fresh
reinforcements from the people at the Los
Angeles studio coming off of MERCENARIES.
Some of them even made the trip all the
way down to Brisbane, Australia, to work
on site for a few months.

As each project comes to a close, you
begin to see whether your optimistic
staff transition plans from a year or so
before bear any resemblance to what the
project ultimately required. It’s a
balancing act every time. Up to this point,
however, things have always worked out:
I’ll happily report (as I knock on wood)
that in Pandemic’s seven years in

business, we’ve never had to lay off a
single employee. 

A ROAD NOT TAKEN
Both Andrew Goldman and I have business
backgrounds, and I like to think that in a
number of instances over the years, we’ve
demonstrated that we will at least keep
the studio out of serious trouble. That’s
not to say we haven’t been tempted to
wander down some blind alleys. 

Most people have forgotten that, many
years ago during the dot-com bubble, we
briefly dabbled in online casual gaming.
We even had a few of our then-tiny staff
penciled into an online gaming group. 

We talked about the possibilities of
some sort of series of web-based games
that promoted consumer products. We
talked, we considered, but we also saw
fairly quickly that it was a direction which
was entirely disconnected from our
interests and expertise. 

From time to time we do get hyped up
about new ideas and new directions, but
we’re careful not to let our passions
overrule our business principles. It’s a
track record that’s significant to our staff
as well. In an industry where companies
rise and fall overnight, it’s very important
to our people to have confidence that
their jobs aren’t going to suddenly
evaporate because Andrew and I weren’t
thoughtful about our commitments. 

‘WE’RE GOING TO NEED 
A BIGGER BOAT’
While we still strive to keep our costs down
and maintain our small company fiscal
vigilance, the logistic and support
challenges we face today are far broader in
scope than in the one-coffeemaker start-
up days. Not surprisingly, one of the
largest of those challenges is making sure
we have the physical space we need to
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accommodate our growing operation. While
the average game project will run one to
two years, the typical office lease runs five.
What game company can say with any
confidence what its needs will be in five
years? What company is in the position it
thought it would be five years ago? 

Even though the future isn’t always
clear, we’ve learned that we can take
certain approaches to minimize risk and
maximize flexibility. We started out in a
warehouse down by the beach in Santa
Monica, Calif., and while being there
might appear cool in a “creative beach
community” sort of way to some, it
ultimately didn’t offer us the space
flexibility we needed to accommodate the
company’s growth. Once we ran out of
room, we had no options to expand, and
we had to move the whole studio. 

Now, we’re in an office tower, where
new spaces frequently become available.
Because of this, we didn’t have to solve
our most recent space crisis by moving
the company again—we just leased an
additional floor. 

INSIDE AND OUT
An office tower may not sound like a cool
and sexy place to work, but we’ve been
able to put together a great development
setting. With a little imagination (and a
lot of extravagant spending by a former
tenant), you can make almost any space
sing. The really important factor in the
equation, we believe, is location.
Westwood is not the cheapest place in
the Los Angeles area to quarter a
company, but it’s hard to match for a
concentration of food and recreational

outlets. Being in Westwood allows us to
offer our employees not only an office
but a lifestyle.

The internal details are also extremely
important for an expanding company. We
believe in the open office. Although it’s
important to provide each of our
specialized people with a personal space
they can call their own, we’ve found that
closing everyone up in private offices
cuts essential lines of communication.
Each section of a production team is
grouped together: the designers have
their whiteboard-festooned coven in one
area, animators and their full-length
mirrors are grouped in another area, a
pair of concept artists hunch over their
tablets in another section, and so on. 

The challenge comes in that each of
these subgroups, as well as the team as a
whole, expands and contracts over the life
of the project. To support this dynamic,
we’ve purchased modular, light-weight, off-
the-shelf retail furniture that can be
constructed and easily reconfigured by our
own in-house staff. Individual workspaces
are delineated but not isolated, and the
whole arrangement works together to
encourage communication while
facilitating individual focus.

POWER TO THE PEOPLE
More than anything else, it’s been
important for us to create an
environment in which our people feel a
strong sense of belonging. As Pandemic
has grown, we’ve come to see that
creating this atmosphere is one of our
most critical challenges. Those of us who
have worked for large companies know
how easy it is to get lost in the crowd and
feel like a cog in a machine rather than
part of a community. 

When we started Pandemic, there were
just a dozen people in the company. We
would sit around after work on our thrift-
store sofas, crack a few cold drinks, and
gab until we had solved a respectable
number of the world’s problems.
Sometimes we would even wander down
to the beach and play volleyball. There
was a real closeness. We all felt like we

were part of something and that each of
us mattered.

Now, we’re a considerable operation:
200 full-time staff stretched across two
continents. We have five production
teams, and the L.A. studio is sprawled
across three floors of an urban high-rise.
For all of that, though, we still act as a
community, and we’re always looking for
new ways to provide our staff with a
supportive social context outside of work.
We not only throw huge parties, but also
have movie and poker nights, a monthly
video game tournament, ongoing ping-
pong competitions, season tickets to the
Angels and Dodgers, day trips to local
attractions, and we even sponsor
basketball and soccer teams. To manage
all these activities, we’ve designated a
full-time quality of life manager. 

These efforts are especially important
to us because we recruit from around the
world (about a quarter of our staff is
international), and many of our
employees arrive in a new city not
knowing anybody. Over the years, we’ve
found that recreation helps to fuel
creation, and the bonds that are formed
in casual settings outside the office
support the multiple-team dynamic
inside the studio.

THE ROAD AHEAD
I can point to three key approaches that
have allowed us to achieve our current
position. The first is flexibility: managing
a balanced production slate that
facilitates smooth staff transitions and
following an elastic real estate plan.
Another is stability: keeping costs down
while maintaining a scale that absorbs
staff fluctuations. The third is taking care
of our people: fuelling our employees
with the rewards, resources, and respect
that inspire them to do great work. 

With the next generation of consoles,
we all know the bets are getting larger
and risks are getting bigger, but today I’m
more confident than ever that we have
the people and the approach to stay out
ahead of the pack. *
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With mobile plug-ins for Mascot Capsule v3 and JSR-184 (m3g) you can now 

use your favorite tools, like 3D Studio Max, Maya and Lighwave, to add exciting 

new dimensions to mobile games. And at Sony Ericsson Developer World you’ll 

fi nd everything you need to get up to speed in mobile JavaTM 3D development. 

From technical documentation and the popular J2ME SDK with support for full 3D 

emulation and on-device debugging, to responsive tech support.

 Once you’ve realized the possibilities, Sony Ericsson Developer World can assist you all the way from mind 

to market. No one is more committed to mobile Java 3D than Sony Ericsson, and our unparalleled line of Java 3D 

technology-enabled phones is just one proof of that. 

 But Java 3D doesn’t just have the power to move the mobile gaming experience into new dimensions, it also 

has the power to energize your business. So to fi nd out what mobile Java 3D can do for your games and your 

business, go to www.SonyEricsson.com/developer/java3d – your starting point in mobile Java development. 

It’s easy to make your 3D models come alive in Sony Ericsson mobile phones with Mascot Capsule Micro3D v3. 
For tips, tricks, code and case studies, go to www.SonyEricsson.com/developer/java3d.

fi gure = new Figure(”/res/myfi gure.mbac”);

Texture tex = new Texture(”/res/mytexture.bmp”,true); 

fi gure.setTexture(tex); 

... 

action = new ActionTable(”/res/walking.mtra”); 

... 

fi gure.setPosture(action, 0, frame); 

frame+=action.getNumFrames(0)/50; 

if(frame>=action.getNumFrames(0)){ 

     frame=0; }try{ 

     g3d.bind(g); 

     g3d.renderFigure(fi gure, 0, 0, layout, effect ); 

     g3d.fl ush(); 

}catch(Exception e){}

<<robot.jpg>> <<sphere.jpg>
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HIGH DYNAMIC RANGE (HDR) RENDERING IS A TECHNIQUE USED TO
retain the color precision of a rendered scene as it goes through the
rendering pipeline, and has recently been in the news for a number
of reasons, not least Valve Software’s embracing of the technique for
its HALF-LIFE 2: LOST COAST expansion, as well as carrying it into some of
its other titles. This article will discuss ways to use frame buffer
objects for off-screen rendering to help facilitate HDR effects, and
gives practical examples of how to do so in terms of OpenGL code.

For applications, especially games, this means that our scenes will
be rendered in a more realistic manner in terms of lighting. Using
high dynamic range rendering we can add a great deal of detail to
our applications by retaining as much light information as possible.
This will then cause our objects and surfaces to be displayed in a
way that comes closer to resembling real life than ever before.

The problem with non-HDR games is that traditionally, the color
precision of a rendered scene is lost, and the rendered display is
limited to a low dynamic range of color values between 0 and 255.
In the past, this limitation was mainly a result of PC or console
hardware only supporting integer buffers, which has a limited range
of precision when compared to floating point buffers. Thus, to
perform HDR rendering we will need to render our scene to an off-
screen floating-point surface, so that the data can be manipulated
and made ready to be displayed on the screen. 

When we display a HDR rendered scene to the screen, we need to
convert it to a low dynamic range since our monitors expect it in
that format. What this means for us is that we need a fast and
efficient way to render to an off-screen surface multiple times for
each frame, and manipulate the data on the fly. 

OPENGL’S NEW FRIEND
Although there are many methods that will allow us to perform off-
screen rendering, we will be using OpenGL’s new frame buffer
objects to do the job. In terms of performance, the frame buffer
objects are certainly enticing, and since performance is a huge
issue in game development, this is a great new addition to the
OpenGL API that we have at our disposal. 

Frame buffer objects will run on any PC video card and operating
system that has driver support for the feature—as long as you have
the latest drivers from your hardware manufacturer, then you should
be ready to go. For example, Nvidia has now released drivers (v 77.72
or higher) with FBO support, and although ATI drivers do not support
FBOs at press time, they will likely do so in the very near future.

So, the purpose of frame buffer objects is to make performing off-
screen rendering easier and more efficient in terms of application
speed and memory usage. Since frame buffer objects are created
and handled by OpenGL internally they are easier to port than pixel
buffers (also known as p buffers). These days, more and more
applications rely on using off-screen surfaces to perform many
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different effects, which can seriously affect the rendering time
of your program. 

IF NOT FBOS, THEN WHAT?
Currently there are a few ways of rendering to a texture without
FBOs. For one, we can use glReadPixels() and glTexImage()
functions. This method is extremely slow and isn’t really
recommended. Second, we could use glCopyTexSubImage2D(),
which is much faster than using glReadPixels(). Yet another
method we could use would involve setting up and rendering to
p buffer objects, which works reasonably well, because rendering
to p buffers and creating a texture out of the results is much
faster than the previous methods. Another benefit of p buffers
over glReadPixels() and glCopyTexSubImage2D() is that unlike
the previous methods, we don’t always want our textures to be
the width and height of the window; we might want to use a
different pixel format, or we might not want to be slowed down
by a lot of OpenGL state juggling. 

However, p buffers aren’t a perfect solution. They suffer from
memory issues, and switching between p buffer contexts is
expensive. They also require a lot of management, and porting p
buffers between operating systems can be a pain.

Although using p buffers can cause a lot of negative issues to
arise, there is one strong benefit of using them: You can abstract
the code to set up and use a p buffer into a reusable class. This
will allow a programmer to write the p buffer code once and then
use that same code in multiple projects, instead of having to
keep rewriting the same information.

FRAME BUFFER OBJECTS
Now, we have the new OpenGL frame buffer objects, and I can
think of at least five reasons why frame buffer objects are a
great solution. First, they allow the results of the render to be
directly read as a texture. Second, using them requires a single
context, which makes switching between frame buffer objects
rather fast. Third, frame buffer objects use less memory than p
buffers by sharing textures and buffers between objects.
Fourth, they work on any hardware that has driver support, and
finally, they are easy to set up.

Frame buffer objects use the EXT_framebuffer_object
extension. Two new objects are introduced with this extension:
frame buffers and render buffers. Frame buffers are a collection
of buffers (e.g. color, stencil, depth) and render buffers are
simple 2D images that store the result of a rendering. When you
bind a frame buffer, its attached images are the source and
destination of all fragment operations until you unbind it.

SETTING UP FRAME BUFFER OBJECTS
Before you can start coding, you need to make sure you have
met all of the requirements. To start, you’ll need the
EXT_framebuffer_object extension. 

Creating and destroying frame buffer objects is a lot like
creating and destroying textures. Listing 1 shows the
necessary functions.

When you bind a frame buffer object using
BindFramebufferEXT(), all operations will occur on the images
attached to the object. Sending 0 to this function will return
OpenGL to its default buffer and stops all rendering to the
frame buffer object. GenFramebuffersEXT() and
DeleteFramebuffersEXT() work like the functions glGenTextures()
and glDeleteTextures() by allowing you to create or delete a
frame buffer object. You can check whether an object is a valid
frame buffer object with a call to IsFramebufferEXT().

Textures can be attached to a frame buffer object with a call to
void FramebufferTexture2DEXT(enum target, enum attachment,
enum textarget, uint texture, int level), where

• the target is GL_FRAMEBUFFER_EXT
• the attachment is GL_COLOR_ATTACHMENT0_EXT...

GL_COLOR_ATTACHMENTn_EXT, GL_DEPTH_ATTACHMENT_EXT,
or GL_STENCIL_ATTACHMENT_EXT

• the textarget (short for texture target) is either
GL_TEXTURE_2D, GL_TEXTURE_RECTANGLE,
GL_TEXTURE_CUBE_MAP_POSITIVE_X,
GL_TEXTURE_CUBE_MAP_NEGATIVE_X, or something similar

• the texture is the texture object that was created with a call
to glGenTextures()

• the level is the mipmap level of the texture that’s being
attached.

The status of a frame buffer can be checked with a call to
enum CheckFramebufferStatusEXT(enum target). This function
can only be called after a frame buffer is created and will return
one of the values cited in Listing 2.

RENDER BUFFER
Next up is the render buffer. The render buffer API looks
similar to the frame buffer and is made up of the functions
depicted in Listing 3.

GenRenderbuffersEXT() and DeleteRenderbuffersEXT() are
used to create and delete render buffer objects.
BindRenderbufferEXT() is used to bind a render buffer, much like
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LISTING 1

void GenFramebuffersEXT(sizei n, uint *framebuffers);

void DeleteFramebuffersEXT(sizei n, const uint *framebuffers);

void BindFramebufferEXT(enum target, uint framebuffer);

boolean IsFramebufferEXT(uint framebuffer);

where

n is the number of objects that are being created or deleted

framebuffers is an unsigned integer variable or array that will

store the id(s) of the object(s)

target will be GL_FRAMEBUFFER_EXT

LISTING 2

The CheckFramebufferStatusEXT() will return one of the following values:

GL_FRAMEBUFFER_COMPLETE

GL_FRAMEBUFFER_INCOMPLETE_ATTACHMENT

GL_FRAMEBUFFER_INCOMPLETE_MISSING_ATTACHMENT

GL_FRAMEBUFFER_INCOMPLETE_DUPLICATE_ATTACHMENT

GL_FRAMEBUFFER_INCOMPLETE_DIMENSIONS_EXT

GL_FRAMEBUFFER_INCOMPLETE_FORMATS_EXT

GL_FRAMEBUFFER_INCOMPLETE_DRAW_BUFFER_EXT

GL_FRAMEBUFFER_INCOMPLETE_READ_BUFFER_EXT

GL_FRAMEBUFFER_UNSUPPORTED

GL_FRAMEBUFFER_STATUS_ERROR

http://WWW.GDMAG.COM


glBindTexture() is used to bind a texture object.
IsRenderbufferEXT() is used to check if the object id that is
passed into the function is a valid render buffer object.
RenderbufferStorageEXT() is used to define the format and
dimensions of the render buffer. Last but not least there is
GetRenderbufferParameterivEXT(), which is used to get a
parameter that defines the render buffer. If you wanted to know
the width of the render buffer, you would call this function with
the parameter GL_RENDERBUFFER_WIDTH_EXT passed in to it.

ATTACHING RENDER BUFFERS 
TO FRAME BUFFERS
The next thing we need to cover is how to attach a render buffer
to a frame buffer. This is done with a call to void

FramebufferRenderbufferEXT(enum target, enum attachment,
enum renderbuffertarget, uint renderbuffer), where

• target must be GL_FRAMEBUFFER_EXT
• attachment is GL_COLOR_ATTACHMENT0_EXT ...

GL_COLOR_ATTACHMENTn_EXT
• renderbuffertarget must be GL_RENDERBUFFER_EXT
• renderbuffer is the ID of the render buffer object you’re

trying to bind to the frame buffer that’s currently bound.
Mipmaps can also be generated on all texture images

attached to a target using the function void
GenerateMipmapEXT(enum target). The target parameter can
have a value of either GL_FRAMEBUFFER_EXT or
GL_RENDERBUFFER_EXT.

HIGH DYNAMIC RANGE EXAMPLES 
In video games, or in any graphical application, the scenes
displayed on the screen are limited to a low dynamic range of
luminance values between 0.0 and 1.0. In reality, there’s a much
higher range of luminance values that our eyes can detect.

Since our monitors can’t display images in a higher range of
values, we must find a way to take the final output and convert
it to the desirable range, which is done using tone mapping.

The basic HDR demos that accompany this article, which are
available on www.gdmag.com, work by rendering a scene to an
off screen floating point buffer, then tone mapping the results
while displaying the scene on the screen. 

For one of the demos I use a pixel buffer, while the other uses
a frame buffer object. The FBO code is easier to manage and use,
while also being compatible with multiple operating systems.
The pixel buffer demo will only work on the Windows operating
system and is somewhat less elegant than its FBO counterpart.
Here, the scene is made up of a simple square that’s textured
with a HDR image called a light probe.

Once the scene is rendered to the floating point buffer it will
need to be tone mapped before it is projected to the screen.
Tone mapping maps a HDR image into a low dynamic one so that
it can be rendered on the screen without looking like an over-
exposed super bright image. The tone mapping technique I’ve
used is a simple one that works by multiplying the color value
by an exposure level, which is then reduced by a power
function: (pow(color, 0.55)).

The demo applications also use the OpenGL Shading Language
for high level vertex and pixel shaders. When you run the
application, you can control the exposure level with the up and
down arrow keys. Bear in mind that this demo is intended for
(and written by) a programmer, so the HDR image isn’t highly
artistic—but it works. *

H D R - E V O LU T I O N

LISTING 3

void GenRenderbuffersEXT(sizei n, uint *renderbuffers);

void DeleteRenderbuffersEXT(sizei n, const uint *renderbuffers);

void BindRenderbufferEXT(enum target, uint renderbuffers);

boolean IsRenderbufferEXT(uint renderbuffer);

void RenderbufferStorageEXT(enum target, enum internalformat, sizei

width, sizei height);

void GetRenderbufferParameterivEXT(enum target, enum pname, int

*params);

where

n is the number of objects you are creating or deleting

renderbuffers is a unsigned integer/array of unsigned integers

target must be the value GL_RENDERBUFFER_EXT

internalformat can be any normal texture formats (e.g. GL_RGB, GL_RGBA,

etc)

width and height are the buffer’s dimensions

pname can be GL_RENDERBUFFER_WIDTH_EXT, GL_RENDERBUFFER_HEIGHT_EXT, or

GL_RENDERBUFFER_INTERNAL_FORMAT_EXT

params value is based on what pname is. If pname is

GL_RENDERBUFFER_WIDTH_EXT then after the call params will have the

width of the buffer’s dimension, if it is GL_RENDERBUFFER_HEIGHT_EXT

then params will have the height, etc.

FRAME BUFFER OBJECT TIPS

There are a few things that you should keep in mind when working with
OpenGL frame buffer objects. 
• For performance reasons, do not create and destroy frame buffer objects

in each frame.
• Avoid using functions like glTexCopy() and glCopyTexImage() when

modifying the contents of textures used as rendering destinations.
• If the frame buffer object was not successfully created, then glBegin()

will generate an error if you try to render to the frame buffer object.
• Frame buffer objects allow for switching between multiple rendering

destinations quickly.
• You can use a single frame buffer object with multiple texture

attachments.
• You can use a different frame buffer object for every texture you wish to

render to.
• You don’t need to create a render buffer in order to use frame buffer

objects, but you do need a frame buffer in order to use a render buffer.
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For further information on OpenGL frame buffer objects, take a
look at a presentation created by Simon Green of Nvidia:
http://download.nvidia.com/developer/presentations/2005/GDC/
OpenGL_Day/OpenGL_FrameBuffer_Object.pdf. 

You can download high dynamic range texture images from
Paul Debevec’s web site: www.debevec.org.

You can create your own HDR images using the program HDR
Shop, available at www.ict.usc.edu/graphics/HDRShop. 

RESOURCES

http://www.gdmag.com
http://download.nvidia.com/developer/presentations/2005/GDC/OpenGL_Day/OpenGL_FrameBuffer_Object.pdf
http://www.debevec.org
http://www.ict.usc.edu/graphics/HDRShop
http://download.nvidia.com/developer/presentations/2005/GDC/OpenGL_Day/OpenGL_FrameBuffer_Object.pdf
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C A R O L I N E  E S M U R D O C is the executive producer on PSYCHONAUTS and the COO of Double Fine

Productions. Prior to joining Double Fine, she founded Circus Freak Studios and produced games at

Accolade/Infogrames/Atari and Crystal Dynamics. She has shipped numerous titles in her career,

including SUPERMAN: THE MAN OF STEEL, LOONEY TUNES RACING, TEST DRIVE OFFROAD 3, and PANDEMONIUM 1 & 2.

Email her at cesmurdoc@gdmag.com. 

DOUBLE FINE WAS BORN TO DEVELOP 
original, genre-defining games based on the
imaginative outpourings from the mind of its
founder, Tim Schafer—the first of which was
PSYCHONAUTS. Double Fine did many things right,
such as boundlessly tolerating creative risk
and exploiting the strengths of the company in
its product. But the company also suffered
perilous setbacks that threatened its survival.
With no precedent to guide us through the
problems that arose, we relied on our prior
experiences and a collective desire to be
successful. Some times, however, our
successes during the game’s production
seemed like they could be defined as
“repeatedly snatching victory from the jaws of
certain defeat.” 

In 2001, during the dot-com boom, the only
San Francisco work space we could afford was
a warehouse on Clara Street. There was a rough
and ready start-up vibe to the place; it was
really great for parties, and big enough that we
could actually drive our cars into the warehouse
and park next to our desks. 

But the neighborhood was not the safest.
Cars were broken into repeatedly. One night, a
woman from the transient hotel next door
jumped out a fifth floor window and landed on
our roof, breaking her leg and knocking a hole
in our ceiling. Another day, there was a dead
body in the doorway across the street,
apparently the victim of an overdose. Inside,
there was no heat (space heaters would blow
the circuit breakers). Rats made themselves

mailto:cesmurdoc@gdmag.com
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LINES OF CODE
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381 files in C++.
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files in C++/C#; 11,318
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SDK, Microsoft Xbox XDK
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comfortable in our offices, and even worse, on
rainy days the sewers under the office would
expel through the latrines, onto the floors, and
through the halls. What started as punk-rock
charm soon became depressing, disgusting,
and dangerous. 

By July 2003, office space had become
affordable again—outrageously cheap, in fact. So
we packed up and moved into our current
climate-controlled, industrial, loft-like space. 

As if deplorable office conditions weren’t
enough, we also faced impossible deadlines.
One early publisher milestone required that we
demonstrate multi-pass effects before the
renderer was completed. In another case, it
was only after a milestone had been submitted
that we learned of content that was required
before the delivery would be approved and a
payment released. Eventually, our schedule
began to slip as well. 

Just prior to our office move, we amended our
publishing agreement to move out the ship date.

The new contract stipulated that within three months we hire a
producer and develop a build of the game that demonstrated the
fun factor of the finished product—or risk cancellation. I joined
the team as executive producer in the middle of this trial in the
summer of 2003. 

With new management in place, and everyone focused on one
game section for three intense do-or-die months, the Black
Velvetopia level emerged as one of the most innovative
expressions of the PSYCHONAUTS gameplay experience. It was well
received by our publisher who renewed its green-light decision.
We spent the next several months developing multiple levels of
the game concurrently at an unprecedented pace. 

In February 2004, at what seemed to be our peak productivity,
a time when we felt most confident about shipping on schedule,
Microsoft decided to discontinue its development of PSYCHONAUTS.
Microsoft had funded years of mistakes, course corrections,
and learning curves, but it drew the line at underwriting the
remaining game development now that Double Fine
was finally on track. When Ed Fries departed Microsoft,
the new management seemed to think that we were
expensive and late. The assessment was accurate,
though it did not reflect the progress we were finally
making toward shipping the game and recovering the
development investment. 

It took all of our savings, careful money management,
and a little help from our friends to survive the
cancellation. We continued to work hard on milestone
builds, though we had no publisher to submit them to.
Tim and I focused on securing new funding. 

PSYCHONAUTS was met with resistance from some
publishers and faced internal political struggles in
getting green-lighted by others. It was a demoralizing
time, compounded by the stress of being completely
honest with the team while still motivating them to
continue to meet scheduled deadlines. After several
trying months, and with our coffers running dry, we
prepared the team for the worst. Though it was hard

for them to hold out hope, they continued to toil. Our
determination finally paid off. In July 2004, Majesco offered
us a publishing deal. 

The new publishing terms meant foregoing additional planned
hires without the benefit of scaling back the design. The
convergence of these factors led to the most insane crunch I
have ever witnessed. We all worked ourselves beyond what was
reasonable and humane—yet the team remained loyal and
steadfast. In March 2005, PSYCHONAUTS went gold. We had
managed to dodge a hundred bullets without compromising the
quality of the game, losing ownership of the company, or
missing a single day of payroll. Through a series of setbacks
and disappointments that would have decimated other groups,
the Double Fine crew displayed an unshakable spirit, resulting
in the creation of one of the most cohesive teams I’ve ever seen.
Solidarity like that is not something that can be recruited, but only
forged in fire. It is because of them (and their patient, tolerant, and
supportive families) that I can write this postmortem. 

WHAT WENT RIGHT

1 STRONG GAME VISION AND UNCOMPROMISING QUALITY.
Since the company’s inception, Tim had an idea to make

a psychic action/adventure game whose levels were located
in a character’s mind, locales where the surreal visuals
would immerse players in the mental state and back story of
that character. 

In his inimitable style, Tim crafted a storyline that weaved
together the relationships between a collection of psychic
children and their camp leaders with the minds of the misfits,
monsters, and madmen that held the clues to saving the
world from total annihilation. The environments were
fantastical, the characters were memorable, the gameplay
was inspired. The use of psychic powers as the tools by which
the player progressed in the world was an innovative and
uncontrived scheme in these settings. Each piece of the high
concept fit together to make a cohesive whole, which
survived intact through the project’s entire development. 

An oft-uttered mantra at Double Fine is “God is in the details.”
PSYCHONAUTS is a shining example of a game that got the details
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right. So many design ideas that at first seemed like they’d be
insignificant to the player—or elements that would be easy to
cut if time ran out, or other things not worth the performance or
memory hit—turned out to be the features that make
PSYCHONAUTS so appealing and memorable. Each detail presents
itself as a beautiful little discovery, and collectively, they make
the game much deeper. Details are one of the hallmarks of a Tim
Schafer title, and PSYCHONAUTS is no exception.

2 RASM. Early in development, a strike team called RASM
was formed. RASM stands for Raz Action Status Meeting,

but eventually it meant something more concrete: a concentrated
collection of team members tasked with ensuring that the main
character’s core movements and actions felt exactly right. 

RASM was successful because of the composition of the
strike team and the frequency with which the meetings were
held. The cross-functional group included at least one
participant from each discipline on the team. At RASM, the
designer described how he would use the action element in the
level. The animator discussed how to exaggerate the
character’s movement. The programmer demonstrated new
functionality and tweaked the implementation in response to
group feedback at the meeting. A test level containing each of
the action elements was created to assess the look and feel of
each movement. Each bi-weekly meeting was dedicated to one
action element, with some movements requiring multiple
discussions. Over the course of development, Raz’s full
complement of core movements emerged. The feel of the main
character is important in any game genre, but is especially
important in a platformer. The RASM team did character
movement in PSYCHONAUTS especially right.

3 TOOLS, TOOLS, TOOLS. Three noteworthy tools had
profound effect on the development of PSYCHONAUTS.

Dougie and the Debug Interface. We chose to use an off-the-
shelf scripting environment to write much of the high-level
game code, wanting fast feedback without having to compile the
game and an easy debug interface where we could enter
commands and inspect in-game object states. We selected Lua
for its small memory footprint, fast performance, and flexible
environment that allowed us to add features such as class
inheritance and cooperative multi-threading without digging
deep into the language runtime. We wrote a remote native
debugger, Dougie (named after a neighborhood homeless
conspiracy theorist we befriended), to be able to inspect and
use the features we wrote on top of the Lua language. In
addition to traditional debugging features (e.g. break points,
single stepping, and stepping over functions), we added object
watch windows, profiling tools, hot script reloading, custom
scripting buttons, and a command line console interface to the
game. We wrote the platform-agnostic Debug Interface to
standardize the user interface and facilitate the extraction of
debug information, allowing automated control of the game by
other proprietary tools and the flexibility to embed connections
to it in other third-party tools, such as Maya, Python, and
Emacs. It was fortuitous that we developed such powerful tools
even before we knew just how much of the game we would be
custom crafting in Lua. 

Automated Build Process. Our automated build process (ABP)
made a build of all SKUs of the game along with some of our
tools. The ABP released automated builds at least daily, freeing
the programmers from having to build and post versions of the

game for the team regularly. It ran a test build in a clean
environment based only on code that was checked into source
control, provided immediate feedback to the programmers
about changes included in the build, and reported any compile
errors that resulted from the build (which were fixed
immediately). The ABP saved countless hours of programmer
time, especially as the team size expanded. 

Cutscene Editor. PSYCHONAUTS has a colossal number of in-
game cutscenes. Prior to the creation of this tool, the
Gameplay Programmers (GPPs) would hand-craft each of the
cutscenes. Needing a less cumbersome approach, we created
the Cutscene Editor, which made scene creation much easier.
The Cutscene Editor displayed a visual timeline, divided into
columns of dialog lines and setup/cleanup sections, as well as
rows of “actors” for each scene. In each actor, you could place
an action at a specific time to play animations, place and
orient a camera or actor, set actor properties, or even call Lua
functions. Placement information could be read directly from
the game running on the Xbox, and the cutscene could be
previewed at any time. The Cutscene Editor rightfully put
control of the scripting in the hands of the programmers and
put control of the cinematography in the hands of the
animators—and it saved countless hours or work.

4 ART DIRECTION AND HUMOR. PSYCHONAUTS reviews
consistently praise the art direction and the humor, which

is a gratifying reflection of the priorities and strengths of the
company. Tim recruited artist Scott Campbell after seeing his
work at an art show. Scott’s drawings had a subtle and
understated cartoony look, something never seen before in
games. Scott drew hundreds of loose, 2D sketches for PSYCHONAUTS,
which our modelers turned into beautiful 3D geometry. 

Many factors contribute to the success of the humor in
PSYCHONAUTS—the art, the animations, the voice acting and, of
course, the dialog. Tim wrote most of the dialog in the game
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himself, but enlisted the
help of Erik Wolpaw
(www.OldManMurray.com)
for much of the script. The
collaboration between the
two was so successful that
it’s nearly impossible to tell
which of them wrote any
one of the more than 8,000
lines of dialogue. 

The script was brought to
life by dozens of extremely
talented voice actors.
Animators hand-crafted
scores of animations for
the characters, conveying
the humor of the dialog in
the expressiveness of their
movements. It’s rewarding
to read players’ reactions
to the characters and
dialog in online forums,

some even using game characters as avatars and game
quotes as signature files. To us, that means we did the art
and humor right.

5 HIRING SMART: GAMEPLAY
PROGRAMMERS AND THE

TEST DEPARTMENT. Originally,
we staffed a team of level
designers to script the game
events, believing the scripting
burden was simply a matter of
placing some triggers. We soon
learned that to make the unique
cinematic experiences come to
life, much more scripting was
required. It wasn’t long before the level designers spent entire
days bogged down in Lua. Though tech-savvy, they were not
programmers. The code they generated was complex, buggy,
and ultimately unusable. So, eight gameplay programmers were
hired to rewrite the entire Lua side of the game from scratch.
Staffed with experienced industry programmers and fresh
college graduates from Computer Science departments, this
group was one of our most critical (and overworked) ones,
contributing profoundly to the design and quality of the game. 

We founded an internal test department to shift the burden of
stabilization away from the development team. Due to the
highly dynamic codebase and limited reuse of scripted
elements, continual regression was necessary to ensure that
new features did not break existing code. 

The ever-increasing game size, however, made it
unreasonable for us to play through the entire game to test
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each change prior to check-in. We needed
ongoing testing with up-to-the-minute assets
but had no funds with which to hire a test team
in light of our cancellation. 

Undeterred, we put out a call for volunteers
on our web site. And they came, friends and
strangers, all willing to commit unpaid hours
to the PSYCHONAUTS testing cause. The
immediate and lasting benefits of an internal
volunteer test team were so positive that we
hired a full-time test department as soon as we signed with
Majesco. Though few developers house an internal test team,
we never felt having one was an indulgence. The test efforts
led to consistently stable builds and greatly influenced our
shipping product. 

WHAT WENT WRONG

1 WHO OWNS THE LEVELS? Since no one wanted to
compromise gameplay or visuals, we developed a level-

sharing system. A level designer would design the world, lay
down action paths, and script game events, and an artist
would build additional world mesh around that design. This
process failed miserably.

Over time, we decided that only artists would create visual
geometry, causing resentment among the level designers.
Complicating matters and heightening tensions, the level
designers and artists both worked in the same software and
tools, causing work to be overwritten and leaving levels in
unworkable states. Consequently, the levels created were not
quite up to par, and they could never exceed a first-pass
implementation state. 

With no producer on staff, Tim’s demanding corporate
responsibilities left him little time to handle the emerging
problem effectively. Working independently, the level
designers produced concepts that Tim ultimately rejected,
causing a rift between them. In time, they stopped
communicating effectively.

In 2003, on the bloodiest day in company history, the level
design department was put to rest, and all but one of the
designers were let go. Unaware that the situation between the
groups had gotten to this point, the abrupt departure of the
designers left the team shaken. The sole remaining designer,
Erik Robson, was made lead and was put in charge of the
artists in a newly created World Builder department
responsible for both the design and the visuals, leaving the
scripting to the gameplay programmers. Regardless of the
upside that eventually resulted from the reorganization, the
level ownership issue was not handled gracefully as it
unfolded, and the messy departure of the level designers
remains one of the biggest blemishes in Double Fine’s history.

2 DIFFERING DEVELOPMENT STRATEGIES LEADING TO
SCHEDULE OVERRUNS. PSYCHONAUTS’ scheduling problems

began early in development. During pre-production, our
publisher requested volumes of documentation and a fun,
polished unit of gameplay that would provide immediate payoff.
However, the documents and demos were primarily created for
the purposes of shepherding the project through the green-light

process at the publisher. Neither one facilitated our creative
process, nor did either help us understand the game at a deeper
level ourselves. Pre-production should have been able to
accomplish both goals: solidify the design and technology, and
mitigate any outstanding risks through the creation of a vertical
slice of gameplay.

Years later, after our cancellation and in our last few months
of development, we finally created a rough, full game
walkthrough. From it, we learned that we needed to rework
fundamental areas of the game. Our fragmented understanding
of the global game design and miscommunication with our
publisher about what the game really needed led to schedule
overruns by wide margins. The game slipped twice—in mid
2002 by six months, and in early 2003 by 16 months. It wasn’t
until we prioritized the interactive walkthrough and global
feature design that a realistic schedule could be created,
though it remained heavily desire-driven. 

3 A CRUSHING CRUNCH. A game design document was
initially created, but the design continued to grow over

time. Those evolved specs were memorialized only in email
threads, loosely collected documents, notebooks, napkins, and

whiteboards. As company business took up more of Tim’s time,
and without a producer to ensure task reallocation, the game
design document quickly became stale. Regardless, launching
level construction was essential, so we devised a schedule
wherein we would design and build somewhere between two
and five levels to a playable state every eight weeks.

Rework was usually required to bring earlier levels into
compliance with global design elements that were developed
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later. Additionally, I opted to maintain
previously developed levels alongside
the creation of new levels, increasing
our per milestone load. It wasn’t long
before milestone Fridays lasted all night
and into the weekend. Developing a PC
version ourselves and supporting the
development of a PlayStation 2 version
on the same schedule (expertly

handled by our talented friends at Budcat Creations)
complicated the already impossibly tight schedule.

The floating design, the failure to cut content, schedule
underestimation, additional SKUs, and an immovable final
deadline caused build requirements to pile up faster than team
members were able to service them, resulting in massive
overtime. The team was forced into a multi-month crunch to
complete the game by the ship date, on the heels of over a
year of aggressive development. Though the game was
technically in development for four-and-a-half years, it was
actually developed in less than two. We learned some painful
lessons as a result, but now, we place a high value on process,
constraints, rapid iteration, and agile development practices to
home in on the essential fun factor of the high concept as
early as possible.

4 CREATIVE DIRECTOR BOTTLENECK. For several years, in
addition to designing and writing, Tim was president,

producer, office manager, human resources, CFO, COO, and
webmaster. He was slow to staff these positions because he felt
the people in those roles would be inventing the corporate culture,
and he wanted that culture to be something special. Viewing
those responsibilities as too important to delegate, he tried to
do it all himself, at a great cost to the game’s early development.

This single team member over-tasking created a tight
bottleneck for multiple disciplines. Tim’s contributions were
required for continued progress in the game design, art and
animation approvals, and programming feature specs, yet he
would start to miss meetings to deal with one emergency or
another. Eventually, an associate producer handled the HR and
office management responsibilities, but Tim was still doing too
much: recruiting, budgeting, scheduling, managing the
publisher, in addition to directing game development. He was
simply stretched too thin without a producer. After three
desperate years in this schizophrenic role, Tim hired me to
manage the project and the business operations. As soon as he
did, PSYCHONAUTS was back on track. 

5 LARGE TEAM MANAGEMENT. While our leads were very
senior, few had significant hands-on experience managing

and growing a large group of people. As is a common but often
detrimental practice, we made our most senior team members
the leads on the project. As a result, their valuable direct
contributions to the game were diminished by the time they
spent managing ever-growing teams. 

To add to their leadership challenges, some leads managed
largely green teams, resulting in critical workflow chokepoints.
This learning curve took its toll in the project schedule. The
leads had difficulty breaking down the loosely-defined scope of
work into constituent parts and ascribing reasonable time
estimates to those tasks. As the development pace quickened
near the end of the project, the leads collectively took on more
tasks, at the expense of their management. Because of the lean
budget at the end of the project, additional production
resources could not be hired to alleviate the scheduling and
tracking burden on the leads. 

The trial-by-fire ultimately made the leads stronger, but the
stress took its toll, and many of those individuals elected to
take scaled back or non-leadership positions moving forward. 

PSYCHO, YES, BUT STILL DOUBLE FINE
Shipping Double Fine’s inaugural game was an exercise in fierce
determination, passion, and perseverance. By a purely
Machiavellian standard, we were resoundingly successful. The
result is a beautiful and fun interactive experience published on
multiple platforms to a unanimously appreciative reception by
the press and fans. 

By any other metric, we had a rough time of it. We learned
much from our experience on PSYCHONAUTS—most importantly, to
never give up. Even when we lost our publisher, or when we ran
years longer than expected, or when we had to navigate around
sewage to get to our desks, we never gave up. 

Double Fine had its share of growing pains, but we got the
chance to express ourselves creatively in ways we never had
before and develop a new company culture of our own. We
have become more mature, cohesive, and smarter as a
company—one that can’t wait to apply its hard-learned
lessons to its next project. *



THE EYES, POETS TELL US, ARE WINDOWS
to the soul. You’d have a hard time telling
that from computer games, though. It’s
no accident that the best introduction to
facial animation is the title Stop Staring
(by Jason Osipa, Sybex, 2003). Up until
now, audiences have tolerated the wall-
eyed gaze of game characters, but with
high quality CG animation on display
everywhere and rapid advances in
rendering quality, the age of the 1000
yard stare is coming to an end. So this
month we’re going to consider the
construction and behavior of the human
eye. This might be a slightly dry topic,
but it’s a critical foundation for bringing
characters to life in animation.

UNDERSTANDING THE
SHAPE OF THE EYE
Eyes are complex forms. They’re much
harder to reconstruct from photo reference
than noses, chins, or eyebrows. Eyes are
also the most mobile part of the face, so
you can’t model the eye properly without
thinking in advance about how the eyelids
will animate. This sounds daunting, but
eyes can actually be handled pretty easily
if you think about them as a working
system rather than as static shapes.

Understanding how eyelids work is
simple if you consider them in just two
dimensions before worrying about the 3D
reality. Everyone knows the classic
almond shape that represents the eye in
2D. But that shape isn’t static. It’s created
as the muscles in the eyelids work to
keep the lids clear of the pupil as the eye
roves around. Fear or surprise will widen
the eyes, allowing white to show above or
below the iris. Anger and concentration
narrow the eyes, pushing the lids right up
to the margin of the pupil itself. At all

times, though, the curve of the eyes is
the simplest curve that will keep the
pupil from being obscured by the lids
(see Figure 1). 

Ironically, this is one place computer
graphics work almost like real life. If you
imagine the upper and lower lids of the
eyes as NURBS curves, you can quickly
see how easily the different shapes of
the eyelids can be created by simply
pushing the NURBS CVs up or down as
the eye moves about (see Figure 2). 

Since the shape of the eye is so fluid, a
real-time modeler should begin building
the eye geometry with animation in mind
at all times, rather than trying to capture
a single expression perfectly. If you’re
working with a bone-based setup, it’s
usually best to model the eyes closed and
rely on the animation to establish the
distinctive shape of the almond—you’ll
have more room for textures on the closed
lids, and you won’t have to worry about the
animation causing the underlying eyeballs
to poke through. On the other hand, if
you’re using vertex animation you may
want to model in a half-opened position
to minimize vertex interpolation
problems. In either case, clean geometry
with a regular tesselation is essential for
controlling the animation of the lids, so
plan accordingly and don’t just start
throwing verts and edges around.

DOMINO MASK METHOD
Some modelers get control of the
tesselation by starting with a flat 2D
pattern of quads and wrapping it around
the eyeball as if it were an eyemask
being laid across the face.

One advantage of the 2D method is that
it demonstrates how simple the anatomy
of the eye really is. There are only two
important features to account for. At the
inner corner of the eye is the tear trough,
a small extension of the eye area which
shows the reddish tissue of the tear sac,
which helps drain tears from the eye. At
the outer corner of the eye, you may
want the upper lid to slightly overlap the
lower. While not everyone’s eyes actually
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show this folding effect, adding it does
help prevent “peek through” at the corner
when the eye closes. 

Naturally, you’ll first need to model the
eyeball itself before you can wrap the
geometry over it. The eyeball is mostly
hidden by the orbital ridge of the skull, so
it can be hard to gauge its size. The rule of
thumb is that the diameter of the entire
eyeball is a bit more than twice that of
the iris. Purists will note that eyeballs are
not, in fact, spheres. The cornea produces
a distinct bulge, which is plainly visible
when viewed from the side. The iris
underneath the cornea is actually cut
back into the sphere of the eyeball, as you
can see from Figure 3. For most game
applications, though, a spherical piece
of geometry is good enough—and it
simplifies animation enormously. A handy
compromise is to use a normal map with
a flattened iris for the diffuse lighting and
a second normal map with a bulging

cornea for the specular lighting, which
will give almost the right effect without
the inconvenient geometry issues.

When wrapping the skin to the eyeballs,
it’s important to capture the thickness and
plasticity of the lids themselves. The facial
feature of many ethnic groups from cold
climates (where the fat acts as a useful
insulator) generally don’t express much of
the eyeball sphere, presenting eye sockets
that seem very shallow and smooth. This is
sometimes thought of as a north-Asian
feature, but it’s common among Eskimos
and in other cold regions as well. [Björk
(from Iceland) and Renée Zellweger (part
Laplander) are said to have Asian-seeming
eyes.] Older or heavier faces will tend to
have drooping skin above the eyelids,
making the brows seem lower and thicker.
And some people have exaggerated tear
glands above the other corner of the eye or
fat bulges under the lower lid. 

ANIMATING THE LIDS
Now that the geometry is in place, we
need to create an animating structure
that will create the shape of the eye in
motion. We’ll also need to capture the
movement of the lids as the eye glances
around to reflect emotion, such as eyes
widened in terror or narrowed in
suspicion. Finally, we’ll need to be able to
key blinks and closures, either by hand
or programmatically. To set up these
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FIGURE 3 The eye "ball" actually shows a distinct

bulge over the cornea. In closeups, you can also

notice that the iris is slightly flattened.

FIGURE 2 Simulating the

changing shape of the eye

with simple NURBS curves

makes the basic mechanics

much easier to see. Note

how all these shapes are

achieved with only vertical

CV movements. In a real 3D

eye rig, the same effect

could be achieved with one-

axis bones.
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PIXEL PUSHER

actions, there are
two distinct
options: vertex
animation (“morph
targets”) and bone
animation. 

VERTEX
ANIMATION
As always with
vertex morphs, it’s
important to know
the technical
limitations of your
system.
Movements like
the opening of an
eye, which are
basically rotational
in nature, aren’t
ideally suited for
many types of
vertex animation.

Make sure you set things up in such a
way that you won’t ever have to worry
about an eyeball potentially poking right
through a half-closed lid—whether by
code wizardry, extra morph targets, or
simply thicker eyelids.

The first job of eye animation is simply
to bring the movement of the eyes to life.
You’ll need to create morph targets for
looking left, right, up, down, and straight
ahead, reproducing the eyelid behavior
we spelled out above, too. If resources,
permit, add the corners (up-left, down-
right, and so on) because they will work
to produce better overall results. Once
you’ve got the morph targets for look-
directions, you’ll need to drive them
using the eyeball’s rotation; hand-keying
the directional morph targets for every
shift in gaze is a nightmare. You’ll get best
results if you can track the direction of the
eyes and drive morph targets for the left
and right eyes independently. Otherwise,
with only simple targets for “eyes right”
and so on, you’ll find that your character
can’t change his or her focal distance. 

Look-direction is basically an automatic
feature, but you’ll also want to hand-key
some basic eye behaviors. You’ll need a
“closed” target for blinks, of course, and
“wide-surprised” and “narrow-angry”
targets to capture other emotional
expressions. A “scrunched” target, when

the eyes are closed and compressed by
raised cheeks, might be useful if you need
to convey intense pain or powerful laughter.

BONE-BASED ANIMATION 
Bone-based systems can also create
convincing eye animation, but the
organizational hassles can be slightly
daunting. Creating the variable curve of
the eyelids will take at least three bones
per lid (six per eye) and careful vertex
weighting. Larger numbers of bones will
produce better results as well as more
management overhead. Luckily, the
techniques driving the bones are pretty
simple, and once they’re set up, they
won’t require much personal attention.
Each bone should rotate only around the
horizontal axis of the eye. They don’t
need to move or scale. Be careful to
name them clearly because you’ll be
selecting them from an outline view.
Getting at the overlapped bones in the
viewport is nearly impossible.

Weighting the vertices is pretty simple.
You may find it useful to feather the vertex
weights horizontally, allowing each bone
to influence the verts of the next bone
over just a little. This setup helps create a
rubbery effect that makes it easier to
maintain the curve of the eyelid. The
vertices along the edge of the lids should
be weighted heavily to their corresponding
bones, until the effect fades out about
two-thirds of the way to the solid
structures of the brows, cheeks, and nose.
For eyes with epicanthic folds, the vertices
below the fold should be completely
weighted to their respective bones. For
fattier lids or those without folds, get as
little movement as you can while
preserving flexibility of the eye shape.
Usually the eyes with fattier lids should
have fewer vertices surrounding the eye
to facilitate this simplified movement.

One potential problem with bone-based
eye animation is the shading on the
opened upper lids. We don’t mind if the
geometry of the raised lid disappears
into the head a bit (after all, it’s being
folded up), but this can cause shading
artifacts on visible areas as the polygons
bend double. If no amount of fiddling with
weights gives an acceptable compromise,
it may be necessary to add even more
bones. You can try adding rotational fix-up

bones to lessen the rotation of the middle
vertices while allowing the verts on the
edge of the lid to move as freely as needed.

Actually driving the bones is the easiest
part of the setup. The most common
method is to use a set of driven keys
(“reactor controllers” in Max) powered by
the movement of the eye. You’ll also want
to use sliders or animate-able
parameters to represent the wide-afraid,
narrow-angry, and closed-blink poses,
using them to drive the bone positions
just as you might blend morph targets.
Scrunch poses, though, are harder to
achieve with bone systems. Bones can’t
easily simulate the complex wrinkling
behavior that makes a satisfying
scrunch. Raising the cheeks and lowering
the brows over closed eyes will still
convey a good deal of emotion, however.

EYE CANDY
The result of all these considerations
ought to be a set of animating eyes that
works on the reflex level and can be
keyed to express a few simple
expressions. As the eyes glance around
the scene, the lids should behave
naturally with little or no hand keying. If
you need to constantly adjust the eye
shape by hand, the system isn’t working.
It will become an intolerable burden to
the animator if it isn’t basically
automatic, so be sure to stress test it
before putting it to use. 

Even with just these basic features, you
can achieve a great deal. It’s amazing
how much punch you can add to simple
animations with just a slight widening or
narrowing of the eyes at the right
moment. Compare a very basic shot with
moving eyes, flexible lids, and some
simple punctuation in the form of blinks
and squints to an old-school shot with
fixed eyes or mechanical, shutter-like
eyelids, and you’ll see that all your work
has been rewarded. 

Of course, all this is merely laying the
foundation for the really interesting
parts of eye animation: focus,
subliminal emotions, and expressive
acting, which we’ll discuss in more
detail in the near future. Until then, keep
your eyes open! *

These lids are deformed

with a simple six-bone

setup and animated

with driven keys. Note

also the fake corneal

bulge, simulated with a

normal map on simple

spherical eye geometry.
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IN THE PAST YEARS, HARD DRIVES HAVE
gotten phenomenally large, but without
proportional increases in speed. That additional
size allows for both larger files and more files.
Unfortunately, the performance of each of these
relies on different properties of the hard drive.
Reading large files efficiently requires high
throughput. Reading many smaller files, as we
needed to for my February 2005 article on late-
binding data for games, requires fast seek time. Of
these two, it seems discussion focuses more on
large files; for example, the most common
performance metric for drive speed is RPM.
Although the disk rotation speed also has a
secondary impact on random seeking, it primarily
affects throughput. As a result, modern, large hard
drives seem to cope better with increased file
sizes than with increased directory counts.

At the same time, I tend to be a curmudgeonly
stick-in-the-mud when it comes to using software; I
prefer to use the software I’ve already learned how
to use rather than switch to newer software with
more bells and whistles but a different user
interface, and, often, slower performance. For
example, in Windows, until a couple of weeks ago
I’d always used the simple “My Computer” version
of the explore window, which only shows a single
directory. Lately I’ve decided to join the 21st
century by using the full-blown “explore” version of
the window, which includes a separate pane with a
complete, expandable directory tree (see Figure 1).

As soon as I started using it, though, I discovered
some unfortunate performance issues. Each plus-
marked box next to a folder in the tree is expandable
because it has subdirectories. Figure 2 shows the
results of expanding two of the nodes in turn. What
it doesn’t show is that expanding the second node,
the one labeled “1–40 dirs,” took more than two

seconds, during which time the window did not
respond to input. I repeated the test on two other
drives, getting the results shown in Table 1 (pg. 44).

Why is this operation so slow? To display the
tree in the folder pane, Windows has to determine
whether each newly-visible directory (folder)
should have a plus sign or not. This requires
knowing whether each of these folders has any
subdirectories. Apparently, doing this requires
Windows to iterate through all the files in each
directory and check whether any are
subdirectories, since the file system doesn’t
maintain this fact directly.

In this test case, the 40 directories contain
about 7,500 files, all of which must be scanned.

What’s puzzling is not just that the newer drives
aren’t proportionately faster than the old drive, but
that they’re slower for the same sized data. I
haven’t controlled all the variables in this scenario;
the drives have different degrees of fragmentation,
are different ages, and different vendors. I don’t
know if NTFS is at fault, or if the drives are screwy
or something else; whatever the truth is, these are
the hard drives I have, and I have to live with and
use them. I do know that a version of this on a
non-synthetic test takes more than five seconds
to expand a folder which recursively contains
about 10,000 files total.

When dealing with large numbers of files, this
performance problem manifests itself in many
other places besides Windows Explorer. Trying to
recursively find a file or compute the recursive
total size of a folder can be excruciatingly slow,
since they don’t just look in the next subdirectory
as in the above situation, but visit every file.
Finding all duplicate files on a drive takes
impossibly long since it must not only scan every
directory recursively but compare files of the
same length—and as the number of files increase
without similar increases in file length, the
number of non-identical files that happen to have
the same length also increases.

Of course, Windows will cache file “metadata,” and
successive search attempts may be faster. However,
the data doesn’t tend to stay cached for long if you’re
actually doing much else, like running a game.

In February’s column (“Late-Binding Data”) I

proposed a scheme for handling both raw game
data files and data files packed into WAD-like files,
by fully scanning all the relevant raw data file
directories during startup. Although this was
reasonable with a moderate number of files on my
C: drive, I’ve discovered it’s entirely unacceptable on
my other hard drives with a larger number of files, at
least by my personal standards for start-up time.

An easy fix to the problem is to not scan the
directories at start up. Instead, when a piece of
data needs to be loaded and isn’t cached, you
can attempt to find it in all the directories where
it might be. This isn’t unreasonable for loading a
large piece of data, but for a small file, the
multiple seeks required for checking the
directories can be more expensive than loading
the data itself. In my case, I also use my data
management system to access procedurally-
generated content, which requires first trying to
load the data off of disk before falling back to the
procedural generator. Adding extra disk accesses
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is a significant overhead in that case.
Instead, I decided to confront the problem head-

on and see if I could speed up directory searching.
If so, it might prove useful for other tasks, like
searching or computing recursive sizes.

RECURSIVE SCANNING
To start with, I created the synthetic directory tree
shown in the previous figures. It consists of a top
level directory with six subdirectories. Each
subdirectory has 30 or 40 subdirectories with 40
to 400 files, for a total of 40,000 files. My
synthetic test program recursively traverses the
directory and counts how many files and
directories it encounters, as well as the total size
of all those files. After reporting the time spent, it
then simulates a real application’s workload (so as
to flush the disk cache) by reading a 120MB file
from disk and then allocating and writing to
350MB of memory (on a machine with 512MB of
physical memory). The lines marked “naive” in
Table 2 show the performance of the recursive
scan phase of this program.

I tried several things to improve performance.
Although only one of them worked, I’m going to
describe them all to save you the trouble of trying
them yourself. My first step was to make sure that
my basic recursive program wasn’t being
pessimal. A naively-written recursive scan
appears in pseudo-code in Listing 1.

The potential problem with this code is that it
starts scanning a directory, then recurses into any
subdirectories before finishing scanning that
directory. Depending on how the underlying find-
next-file operation works, this might mean the
operating system doesn’t bother loading the entire
directory information into memory before the
recursion; later, when it returns, it will have to seek

back to the directory to finish reading it. This could
happen repeatedly during a single scan as the
search goes down and back from a given directory.

Instead, you can completely scan each directory,
then recurse into each of the subdirectories you
found on the first pass. This is not the same as
breadth-first versus depth-first traversal; both
implementations are depth-first in how they explore
the tree. To use terminology normally used for binary
tree traversals, it’s “pre-order” rather than “in-order.”

In my experiments, this didn’t seem to make
much difference; however, my synthetic test bed
doesn’t have any directories with many files and
some subdirectories, so most likely the directories
that did trigger recursion were small enough to fit
in a single cluster. I also didn’t see any difference
from using the portable _findfirst/_findnext API
versus the Windows FindFirstFile/FindNextFile
API. Another technique I experimented with was
using Windows’ FindFirstFileEx API with the
FindExSearchLimitToDirectories search option to
see if the file system supported finding all the
directories without scanning the files.
Unfortunately, this seems to never have been
implemented, and newer Windows documentation
doesn’t even mention the option.

CACHING DIRECTORY SCANS
Since the problem is that the operating system is
doing a poor job of caching the metadata I’m
interested in, the only real solution left would be
to cache it myself. One approach to this would be
to cache it in memory: leave a process running
which keeps track of the current directory
structure, updating it by using ReadDirectory-
ChangesW. This might be the best possible
solution, but it’s complicated and introduces
strange interdependencies. 

The only other alternative strategy seems to be
caching the metadata on disk so it can be shared
between multiple runs of a program. Each time a
program needs to scan a directory tree, it can load
the cached directory-tree meta-information off of
disk. This might seem entirely redundant to the
file system’s storage of the meta-data, and in fact
it is. The difference is that the file system is
designed to satisfying many different functions
and clients, and hasn’t been tuned to the
particular use to which I’m putting it. A cache of
the directories and filenames for my synthetic
test tree is only 500K, which is roughly just the
sum of the string storage required to store the
40,000 filenames—and Windows file systems can
load 500K from a single disk file just fine.

The tricky part of using this kind of cache is that
the contents of the directories may have changed
since the last time the program was run.
Obviously a cache of wrong information doesn’t
solve the problem at all, so we need to determine
which information is wrong and adjust it—and we
need to do this without scanning the entire
directory tree looking for changes.

Fortunately, the file system stores a “last write
time” or “last modified time” for each file and
directory. In the case of directories, this value is
updated whenever the contents of the directory
changes, in the sense of a new file being created
or an existing file being deleted or renamed. The
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FIGURE 2 Clicking on the “expansion” nodes (marked with plus signs) expands the tree. Sometimes this requires a

surprising amount of work behind the scenes; see text.

DRIVE SCAN METHOD TIME (S)

naive 1.6
C: post-order 1.5

caching 0.14 ± 0.01
naive 14.8 ± 1.0

G: post-order 14.9 ± 0.1
caching 0.16 ± 0.03

Table 2

Time to scan a tree with 40,000 files.

DRIVE SIZE FILESYSTEM TIME TO 
(GB) EXPAND FOLDER (S)

C: 40 FAT32 0.1

G: 120 NTFS 2.0

H: 200 NTFS 2.5

Table 1

Time to expand the second folder 
shown in Figure 2.
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directory’s time is not updated if file contents
change, e.g if a file is extended or altered.

One odd behavior is that the directory’s time isn’t
always immediately updated. Sometimes Windows
waits up to 10 seconds before changing the
directory last-modified time. This is unfortunate
and can cause a program using a cache to run with
slightly stale information, but the performance
gain is sufficient, so I don’t mind this. I’ve been
unable to track down the exact circumstances; for
a while I thought it was just when you create a
new subdirectory, but the behavior does not
actually seem consistent. Fortunately, it is not the
common case.

By storing the previous last-modified time for
each directory in the cached metadata, we can
then validate the cache by comparing all the last-
modified times. The _stat() function call lets us
query each directory’s last-modified time directly,
without scanning all the directories. We then
rescan each changed directory, ignoring any
cached information about it. Of course, we can only
_stat() the directories we already know about
because they’re in the cache, but any new
directories that aren’t in the cache will cause their
parent’s last-modified time to have updated, so
we’ll find them when we scan the parent.

RESULTS AND LIMITATIONS
The caching line of Table 2 shows the performance
of this algorithm. As you can see, the cache gives
a huge speedup to my slow hard drive, nearly 100
times, and a smaller but still significant speedup
to the slow hard drive, about 10 times. In both
cases, the time has been reduced from an amount
which is noticeable even for application startup

time to an amount which would be tolerable for
interaction, e.g. in response to a mouse click.

However, the table only shows the performance for
the case where the cache is an exact match for the
actual tree. The first time this scanner runs, there is
no cache, and it takes as long as the others. But
otherwise it is quite effective. If new files are added,
the caching algorithm tends to take roughly the time
required to scan only those new files—typically a
small fraction of the total. However, what actually
matters is the number of changed directories; if you
add just one file to every directory in a tree, the time
will be identical to the full-scanners. And, of course, if
all the files are in a single directory, there is no
savings if just one file is added.

Because of the rules for when a directory’s
last-modified time changes, the only thing this
cache can guarantee is that it has the names of
all the files in the tree. It can’t keep track of all
the files’ sizes or
last-modified
times; it appears
the only way to do
that is to fully scan
the directory. This
means this
technique isn’t
useful for things
like measuring the
size of a directory’s
recursive contents.

It’s also possible
for directory last-
modified times to
be incorrect. For
example, programs
can set them
directly; a program
to restore a backup
might do this.
Generally, it’s not a
problem. Even if you
had a strange unzip
program that
preserved the
original file-
modification times
for directories, as
long as you were
creating a new top-

level directory, the caching system would still
detect it and scan. Only if you did this over an
existing directory such that it added new files to a
subdirectory would this go wrong. Moreover, I’m
not aware of any unzip-style program that does
this. But it is something to be aware of.

I’ve created a 500-line C library that does this
caching. You pass it a directory path to scan and
the name of a cache file (which needn’t exist
yet). The library returns a complete list of all the
files with the directory path as a prefix, and
writes out an updated cache to the specified file.
Since it doesn’t provide file sizes or last-modified
times for files, it may not be that useful, but if
you’re interested my web site http://silverspace-
ship.com/inner/ has the complete package. *

LISTING 1 A simple
recursive directory scanner

count-files dir:

count = 0

info = find-first-file(dir)

while not-done(info)

if is-directory(info)

count += count-files(info.fullpath)

else

count += 1

endif

find-next-file(info)

endwhile

return count

end      
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SOME TIME AROUND 2003, I REMEMBER
an unnamed Electronic Arts executive
was rumored to have said, “The latest
JOHN MADDEN FOOTBALL has the best graphics
yet! It’s the first in the series where you
can actually see John Madden’s arm
hair!” ... which reminds me of one of the

perennial arguments
in the game industry:
Which matters more:
good graphics or
good gameplay?

The glib answer is
“both,” but in the
spirit of The 400
Project, I think it’s
worth exploring
some of the
tradeoffs between
the two. Certainly,

pursuing both high-end graphics and
innovative gameplay is a great goal, but
often it’s not feasible. Sometimes it’s not
even desirable. I doubt there were many
MADDEN fans hoping for an arm-hair close-
up, and it seems likely that the
resources devoted to that facet of the
game would have been better utilized
elsewhere. But where?

LICENSE LOYALTY
Let’s look specifically at the role of
graphics and gameplay regarding
licensed properties. If a company has
paid a lot of money to license a character,
movie, book, or sports franchise, then it
should logically support that license. In
fact, economics has shown that a
company paying for an expensive license
is not in a good position to experiment
with radically new gameplay that can

alienate casual players drawn to the
game because of the licensed IP. Paying
for a hot, exclusive license and
supporting it with great production
values while staying conservative with
the gameplay has been the formula
behind many top 10 hits.

But supporting a license doesn’t
necessarily mean spending a fortune on
graphics. The key principles to creating a
good licensed title are 1) be faithful to
the essence of what makes the license
popular, and 2) translate that essence
into the domain of the target medium.
Sometimes the essence has a strong
visual component, particularly if the
license is for a hit special-effects film. But,
for example, if it’s a South Park license,
staying true to the visual component
would mean using a limited, 2D approach. 

SMART PLAY, 
SIMPLE DESIGN
Sometimes graphics are the right aspect
of a game to invest in. From a financial
viewpoint, great graphics sell, particularly
when attached to a popular license so that
there’s already an interest in the subject
and built-in marketing advantages. 

Historically, there are many examples of
games that looked great but were only
moderately fun at best and which
somehow managed to sell millions of
units. On the other hand, games with just
decent graphics that spurn a license in
favor of fresh concepts and great
gameplay often have languished, or are
favored mostly by developers. I’m thinking
specifically of ICO and KATAMARI DAMACY here.
But the very ground-breaking nature of
these games helps provide the innovation
and fresh ideas that are an essential part
of the lifeblood of the industry. If all games
simply depended on licensing content and
using derivative gameplay, we would bore
and alienate our audience.

EARL WEAVER 
Sometimes the essence of a license has
more to do with character. Even before
the MADDEN franchise at EA, the company

had a successful game called EARL WEAVER

BASEBALL, which licensed the likeness of
the famous Orioles manager. I was at a
press conference and got to see Weaver
play a demo of the game. The graphics
were Commodore 64-era 2D animations—
you couldn’t make out even the numbers
on the players’ jerseys, and there was no
question of animating arm hair, for you
could hardly see the player’s arms. 

When the in-game umpire called one of
Weaver’s players out, I was amused to
see how much Weaver had gotten into the
game, despite the puny graphics. He
started yelling at it right there in the
press room. Then, on the screen, a tiny
Earl Weaver walked onto the field and
started yelling at the umpire, kicking dirt
on him. The developers had clearly
captured the essence of his personality
in the game, which was a big hit.

For a counter-example of a fun game
with minimalist graphics that sold
millions of units, we need to look to the
casual game downloadable market for
games like SNOOD or BEJEWELED, or all the
way back to the uber-counter-example
game TETRIS. 

Oddly enough, the exception proves the
rule. Apparently, only in the fairly limited
subset of games that are designed to
stimulate our joy of discovering abstract
patterns can we get away with simple
graphics and still do well. But, the simple
purity of these games makes it hard to
come up with lots of compelling variations.

GRAPHICS SHOWDOWN
It’s counterproductive to think in terms of
a fight between gameplay and graphics.
Rather, developers should strive to work
on both gameplay and graphics to find
the best available balance for the game’s
subject, genre, platform, and possible
license that delivers the best experience
for the player.

And if you found the title of this column
entertaining, perhaps in a future column
I’ll discuss the fabled magical ritual,
Incantum Ursus Belli, known colloquially
as the Rite to Bear Armies. *
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SOUND TO PICTURE. THAT’S WHAT GAME
audio is, right? I’ll respond to that by
laughing maniacally. 

All too often, sound in a game waits until
something visual is created and follows
the visuals as closely as possible. In most
genres, this is a perfectly reasonable
thing to do, but sometimes you have to
think outside the box and doing so can
create some truly enjoyable audio design
experiences. Here are just a few ways to
bring more abstract techniques into the
mix for generating unique and effective
sounds, voiceover, and music for a
variety of projects.

AUDIO+DESIGN 
That audio can influence game design is
something not many designers think
about, unless the overall game design
itself warrants it (such as REZ, PARAPPA THE

RAPPER, DANCE DANCE REVOLUTION, GITAROO-MAN,
SPACE CHANNEL 5, SAMBA DE AMIGO, DONKEY

KONGA, and TAIKO DRUM MASTER). Still, here
are some excellent
examples of games in
which audio is becoming
a more integral part of
gameplay, such as THIEF

and ASHERON’S CALL 2:
FALLEN KINGS.

In the “Horn of Quintus”
level in the original THIEF,
the player had to find an
artifact by listening to it.
An ancient horn would
regularly make a deep,
whale-like sound, and
the player would follow
the sound in order to

reach it, rather than work from visual or
textual clues.  Game audio designer Eric
Brosius guided the player through a level
by placing a 3D sound at the end of a

level and giving it a huge radius as well
as a decent falloff curve, so that it could
ramp up slowly as the player got nearer,
giving the proper amount of location
based feedback. 

In ASHERON’S CALL 2: FALLEN KINGS, Jason
Booth, the creative director for this long-
standing MMORPG, took audio into his
own hands and created a design mechanic
that allowed players to play musical
instruments in the game world, which
allowed for the creation of bands for the
first time in a persistent fantasy setting.

EXPERIMENTATION
When you think of the theme music
from Star Wars, you don’t picture a
panoramic vista of the old west.
However, the theme music could
actually fit such a visual. We associate
certain types of music with visual
themes often out of habit, but at times it
can work to break this mold. Sometimes
it’s successful, sometimes not, but it’s
something developers can take more
chances with than outrageous graphics.

VASTEEL. This Human Entertainment-
developed, Working Designs-published
turn-based strategy game from 1990
brings to mind lofty orchestral scores or
heavy electronica, as it is set in a
futuristic, robotic universe. However, the
developer chose to go with ... jazz? Not
just jazz, but jazz that’s one step away
from muzak? Granted, jazz isn’t exactly
what comes to mind, but when dealing
with turn based strategy action can
certainly grate on the ears. In this case,
the developers chose a different but
pleasantly acceptable alternative, though
I’m not sure everyone would agree.

TIGER WOODS PGA TOUR 2005. I had
blasted the 2004 version of this game
for its motley collection of inappropriate
licensed songs, but along with reviewers
and players alike, I stand very satisfied
with the current version of the game.
Legend has it that EA’s Steve Schnur
approached electronic music composer
BT for the soundtrack of TW2005 and
said “I want you to make the sound of

golf.” And he certainly did, but not with a
string quartet—with ambient techno.
Granted, this might not be what we
usually picture for golf, but it puts a
great new spin on the game that fits
mighty appropriately.

VOICEOVER MAGIC
Voiceover is the most underutilized
element in games nowadays. With union
difficulties, limited stream capabilities in
the now aging generation of consoles,
and a history of awfully managed game
dialogue, who can blame people for being
timid about voiceover? However, using
resources well (and having enough of
them), you can direct player action in a
way that is more to the point than any
other game asset—except, of course,
those huge button combo overlays you
see in GOD OF WAR. 

Player feedback. Next gen is the
answer. Even more streams for Xbox
360 and cell-based processing on
PlayStation 3 (with Revolution specs
forthcoming), voices can potentially
spew tons of information to the player in
any number of genres. Imagine sports
announcers having a unique line for
every player action? Imagine the player
character muttering or shouting unique
lines when under attack to lend
personality to each battle?

More drama. A real-time strategy battle
where zooming in reveals hordes of unique
shouts, commands, grunts, and death
vocalizations. No longer just little ants
you have at your command, are they? 

THE FUTURE IS NOW!
There are many places to go for audio,
but game audio is now in a position to
break out of simply attaching itself to
each animation or each object where
appropriate. There are many techniques
to differentiate yourself from the pack,
and you’ll probably enjoy brainstorming
how to do it! *
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While not a looker, THIEF didn’t just set the bar

for stealth-based sound. It broke new ground

all over for audio use in games.

FUN AUDIO DESIGN
Licensed music wasn’t the answer for

TIGER WOODS PGA TOUR 2005; BT scored

a soundtrack for it that fits like a glove.

A L E X A N D E R  B R A N D O N  has been involved with game

audio since 1994 and is currently the audio manager at

Midway in San Diego, Calif. You can email him at

abrandon@gdmag.com.
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Los Angeles, CA & Chicago, IL and offices in
Munich, Germany and London, UK, Midway
Games Inc. is a leading developer and pub-
lisher of interactive entertainment software
for all major video game systems.

Midway has released some of the most
popular games in the video game industry
for play on all major video game platforms
including PS2, Xbox and GameCube. These
games have entertained millions of players
around the world.

We are on the lookout for the best and
brightest. Our goal is to create the most com-
pelling, high-quality games around. We’re
always searching for world-class talent with

energy, commitment to
excellence and unrestrict-
ed imaginations to join our
exceptional teams.  
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• Vacation/Holidays

• Referral Bonus Program
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• Seattle, WA • Munich, Germany

Artists: Providing samples of your work is essential.
Please first apply with your resume online, then send sample
art/demo reel with a breakdown sheet detailing your contribu-
tions to the Midway location you applied to.

For more detailed information on available positions at Midway,
please visit our website:  

http://jobs.midway.com.
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A THOUSAND WORDS>>

SONY’S

SHADOW OF THE
COLOSSUS

Artists: SCEJ art team
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· Work with ten times the detail
· Easy migration from Maya

· Non-destructive everything
· Native 64-bit

TDs: Take Five.

Introducing SOFTIMAGE | XSI v.5.0, the digital 
character and effects software with features that are 

carefully designed to work for you, and not against you.

Whether you’re a technical director, an artist or a developer,
with XSI software you’re free to do what you’re best at. 

It’s really that easy.

Pre-order XSI v.5.0 now at softimage.com/five starting at $495*.

Experience XSI v.5.0 at Siggraph 2005 at the Avid Computer Graphics Booth #1401.

© 2005 Avid Technology, Inc. All rights reserved. *All prices are USMSRP for the U.S. and Canada only and are subject to change without notice.
Contact your local Avid office or reseller outside U.S. and Canada. Product features, specifications, system requirements and availability are subject
to change without notice. SOFTIMAGE, Avid and XSI are either registered trademarks or trademarks of Avid Technology, Inc. in the United States
and/or other countries. All other trademarks contained herein are the property of their respective owners.

http://softimage.com/five
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